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SECTION 1

TRANSACTION CAPABILITIES APPLICATION PART (TCAP)

Recommendation Q.771

FUNCTIONAL DESCRIPTION OF TRANSACTION CAPABILITIES

1 Introduction

1.1 General

Transaction Capabilities (TC) provide functions and protocols to a large variety of applications distributed
over exchanges and specialized centres in telecommunication networks.

The support of TC by terminal equipments is for further study.

The term “Transaction Capabilities” refers to Application layer services and protocols, called Transaction
Capabilities Application Part, or TCAP, plus any supporting Presentation, Session and Transport layers services
and protocols, called the Intermediate Service Part, or ISP.

To date, only Signalling System No. 7 MTP plus SCCP have been considered as network layer service
providers. However, any standard OSI Network Layer might be used in place of the MTP plus SCCP, provided
that the requirements of the applications supported by TC (e.g. service and performance requirements) can be met.
This area requires further study.

Figure 1/Q.771 shows the general structure of TC. It shows that the Transaction Capabilities Application
Part (TCAP) forms a part of layer 7 of the OSI Reference Model. The remainder of layer 7 is referred to as a
TC-user. The Intermediate Service Part (ISP) covers layers 4 to 6.

Figure 2/Q.771 illustrates the situation of TC in the No. 7 Signalling System.

1.2 Contents of the Recommendations Series Q.771-Q.775

Recommendation Q.771 contains .a general description of the services provided by the Transaction
Capabilities, and the service expected from the SCCP.

Recommendation Q.772 defines the Transaction Capabilities Information Elements, and their functions.

Recommendation Q.773 defines the formats and encoding used for the Transaction Capabilities Messages.
Annex A specifies the protocol data units using the ASN.1 formal notation (Recommendations X.208/X.209).

Recommendation Q.774 specifies the Transaction Capabilities procedures. Annex A to this Recommenda-
tion contains SDL diagrams for TC.

Recommendation Q.775 contains guidelines and examples on how to define applications and their use of
TC.

.Fascicle VI.9 — Rec. Q.771 3
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FIGURE 2/Q.771

Situation of TC in the No. 7 Signalling System
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The present Recommendation contains both introductory information (chapters 1 and 2), and a detailed
description (chapters 3 and 4), using primitives, of the services provided by TC. The reader interested in the first
aspect only may read the first two chapters only; chapters 3 and on contain more detailed information.

1.3 Objectives

1.3.1  Definition of Transaction Capabilities

The overall objective of Transaction Capabilities is to provide the means for the transfer of information
between nodes, and to provide generic services to applications, while being independent of any of these.

1.3.2  Scope of Transaction Capabilities

Transaction Capabilities in a Signalling System No. 7 network should be considered for use between:
1) exchanges
2) an exchange and a network service centre (e.g. data base, specialized facility unit, OA&M Centre).

3) network service centres.

The following applications have been recognized as TC-users:
— mobile service application (e.g. location of roamers)

— registration, activation and invocation of supplementary services involving specialized facility units
(e.g. freephone service credit card service)

— non circuit control-related exchange of signalling information (e.g. closed user group, look-ahead
procedure)

— operation and maintenance applications (e.g. query/response, bulk data transfer).
This list is not exhaustive.

These applications can be classified into two broad categories:
— real-time sensitive, with small amounts of data to be transferred
— less real-time sensitive, with possibly large amounts of data to be transferred.

A more precise definition of the boundary between these two categories requires further study. A given
application is not compelled to belong to only one of these categories.

TC services offered to applications in the first category are based on a connectionless network service.
They are introduced in § 2.3, and further described in chapter 3 of this Recommendation.

TC services offered to applications in the second category are based on a connection-oriented network
service. They are introduced in § 2.4, and further described in chapter 4 of this Recommendation.

The mechanism for selecting a category is for further study.

2 Overview

2.1 Terminology

The following terms are used throughout the Q.77x Series of Recommendations and are defined in the
Signalling System No. 7 glossary: class of operation; component correlation; component portion; dialogue;
information element; Intermediate Service Part; linked operation; operation; reply; result; tag; transaction;
Transaction Capabilities; Transaction Capabilities Application Part; transaction portion.

2.2 Structure of TC

2.2.1  Architectural concepts

The OSI protocol reference model (Recommendation X.200) is used to model TC.

Fascicle VI.9 — Rec. Q.771 5



From an end-user point of view, Transaction Capabilities for initially planned services lie within the
Network layer of the OSI model. Provision of network layer services to end-users requires communication
between TC-users at various network nodes; these intra-network communications may in turn be modelled using
the 7-layer reference model of OSI.

TCAP is structured in two sub-layers:

— the component sub-layer, which deals with individual actions or data, called components

— the transaction sub-layer, which deals with the exchange of messages cotaining components between
two TC-users.

This is illustrated by Figure 3/Q.771.

TC-users

T

Component sub-layer
TR |users TCAP
Transaction sub-layer
ISP
l T1106271-88

Network service layer

FIGURE 3/Q.771
Structure of TC

2.2.2  Addressing issues

When TC uses the Signalling System No. 7 network service, the addressing options supported by the SCCP
are used.

When other network layer service providers are used, the addressing options supported by these providers
will be used; further study on this area is required.

2.2.3  Management aspects

For further study.

2.2.4  Alignment of TCAP with X.219 and X.229 (ROSE)

The Component sub-layer of TCAP is in partial alignment with the capabilities of the Remote Operation
Service Element (ROSE). The current status of TCAP and ROSE alignment is on the basis of protocol alignment,
namely the X.229 protocol is contained within the TCAP component protocol. In addition, the Component
sub-layer includes some extensions to ROSE. Service alignment on the primitive interface to TC/ROSE users is
for further study.

The X.219 Remote Operation Service provides five classes of operations. Class 1 is synchronous, reporting
both success and failure. Classes 2 to 5 are asynchronous and correspond to the TCAP operation classes 1 to 4.
TCAP has not adopted ROSE class 1 (synchronous), because the full-duplex mode of operation is used in TCAP.
TC-users may use the TCAP operation class 1 in a synchronous mode if appropriate. Further details are given in
Recommendation Q.775.

6 Fascicle VI.9 — Rec. Q.771



23 TC Based on a Connectionless Network Service

2.3.1  Architecture

This chapter defines a class of TC services based on a connectionless network service, in this case, no
functionality is provided by the ISP, and TCAP interfaces directly with the SCCP, as represented on
Figure 4/Q.771.

The class of TC services is selected by the TC-user on the basis of a Quality of Service parameter.

TC-user

Component
sub-layer

l

Transaction
sub-layer

SCCP
T1106300-37

FIGURE 4/Q.771

Structure of TC based on a connectionless network service

2.3.2  Service Provided by the Component Sub-layer

2.3.2.1 Component

A component consists of a request to perform an operation, or a reply.

An operation is an action to be performed by the remote end. It may have associated parémeters. An
invocation of an operation is identified by a component ID; this allows several invocations of the same or
different operations to be active simultaneously.

One or more replies may be sent to an operation.

The ability for TC-users to exchange components which are neither operation invocations, nor replies, is
for further study.

Components are passed individually between a TC-user and the Component sub-layer. The originating
TC-user may send several components to the Component sub-layer before these are transmitted (in a single
message) to the remote end. Whenever several components are received in a single message, each one is delivered
individually to the destination TC-user.

Components in a message are delivered to the remote TC-user in the same order as they are provided at
the originating interface. The importance of the order is by prior agreement between the TC-users involved.

2.3.2.2 Dialogue

Successive components exchanged between two TC-users in order to perform an application constitute a
dialogue. The Component sub-layer provides dialogue facilities, allowing several dialogues to run concurrently
between two given TC-users.

Two kinds of facilities are provided: unstructured and structured.

Fascicle VI.9 — Rec. Q.771 7



2.3.2.2.1  Unstructured dialogue

TC-users send components that do not expect replies without forming an explicit association between
themselves. This is referred to as the unstructured dialogue case. The implicit association always exists between the
communicating TC-users. When one TC-user sends a unidirectional message to its peer, this indicates use of the
unstructured dialogue facility. A TC-user may have any number of operations active at any given time, the
maximum number is dependent on the unique invoke IDs available to it at any time.

When a TC-user is a receiver of a unidirectional message, if a protocol error is to be reported, it is also
returned in a unidirectional message.

2.3.2.2.2  Structured dialogue

Alternatively, TC-users indicate the beginning, or the formation of an association, the continuation, and
the end of a dialogue; this is referred to as a structured dialogue. Using a structured dialogue allows two TC-users
to run several dialogues concurrently, each being identified by a particular dialogue ID. Each dialogue ID has a
separate invoke ID name space, thus allowing duplication of invoke IDs in different dialogues. In sequence
delivery of messages may be provided by means of application protocols, or by use of the appropriate class of
service.

When using the structured dialogue service, the TC-user has to indicate one of the following three
possibilities when sending a component to its peer entity:

i) a dialogue begins;

ii) a dialogue continues: full-duplex exchange of components is possible;

iii) a dialogue ends: the sending side will not send more components, nor will it accept any more
components from the remote end. :

2.3.2.3 Component Correlation

The Component sub-layer provides the following facilities:
a) association of operations and replies

The value of the invoke ID, which identifies an operation invocation without ambiguity, is returned in
a reply to that invocation.

Four classes of operations are considered:

— class 1: both success and failure are reported
— class 2: only failure is reported

—  class 3: only success is reported

—  class 4: neither success, nor failure is reported.

The replies to an operation consist of one or more components. Where necessary, the TC-user
provides segmentation of a successful result. In addition, any number of linked operations may be
sent prior to the last component of the reply.

Any kind of component, except a reject component, may be rejected. Rejection of a result causes
termination of the corresponding - operation; rejection of a linked operation does not affect the
linked-to operation.

A TC-user may cancel an operation which it has previously invoked. No reply for this invocation will
be accepted afterwards.

The last component may be:
— areturn result indicating success
— a return error indicating operation failure
— areject indicating a syntax error.
b) abnormal situations handling
The Component sub-layer covers a number of abnormal situations in relation with a component:

— component reject: when the Component sub-layer receives a malformed component, or a
component which violates the rules of exchange of. operations and replies, it informs the
TC-user(s)

—  operation expiry: when the Component sub-layer detects that a class 1, 2 or 3 operation has not
received a final reply after some amount of time (which depends on the operation), it releases
the corresponding invoke ID and informs the TC-user. Note that this situation is abnormal only
in the case of a class 1 operation. Application of this to class 4 operations is a local matter.
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2.3.2.4 Error handling

When the Component sub-layer is informed of a situation which prevents it from providing the service
expected by the TC-users, it will notify the TC-user, and may terminate the peding operations.

A TC-user may also decide to abort a dialogue, which puts an end to any pending operation.

2.3.3  Service provided by the Transaction Sub-layer

The Transaction sub-layer provides the capability for the exchange of components between TR-users. The
transaction sub-layer also provides the capability to send transaction messages between peer TR-layer entities by
means of the services provided by the lower layer network services. The only foreseen TS-user for the moment is
the component sub-layer. Two types of service are provided:

2.3.3.1 Unstructured dialogue

There is no explicit initiation, or termination associated with an unstructured dialogue. The only facility
provided to the TC-user is the capability to send one, or several components that do not expect replies (invocation
of class 4 operations) grouped in a unidirectional message to the remote TR-user.

At the originating side, the TC-user indicates the components to be sent in a unidirectional message by
means of primitives of the request type containing a unique dialogue ID. When the TC-user issues a TC-UNI
request primitive with the same dialogue ID, all the components with the same dialogue ID are sent as user data
to the transaction sub-layer by means of the TR-UNI primitive by the component sub-layer. At the transaction
sub-layer message level, the unidirectional message does not contain any transaction ID thereby providing no
association between messages of this type. The dialogue ID is used to send a group of components in a UNI
message to a particular destination address.

72.3.3.2 Structured dialogue

The structured dialogue facility allows a TC-user to start a dialogue, exchange components within this
dialogue, terminate it, or abort it.

Each TR-user identifies a transaction by a separate transaction ID. The following facilities are provided:

— transaction begin: the beginning of a transaction between two TR-users causes a transaction ID to be
allocated to this transaction, and permits sending TR-user information to the destination TR-user. In
response to transaction begin, the destination TR-user may continue the transaction, or end it.

— transaction continuation: allows full-duplex exchange of messages between TR-users inside a transac-
tion.

— transaction end: release the associated transaction ID, and puts an end to the exchange of messages
inside this transaction. Either of the TR-users may decide to end a transaction. There are three ways
for the TR-user to terminate a transaction:

1) prearranged end: a convention exists between the TR-users; each of them may decide to
terminate the transaction without having to inform the peer TR-user, which will take a similar
decision on its own

2) Dbasic end: it informs the peer TR-user, possibly sending TR-user information to it.

3) transaction abort: causes the abandonment of any message of the transaction for which
transmission or delivery is pending, and ends the transaction. The reason for aborting the
transaction is indicated to the remote TR-user.

— if, for some reason, no response of any kind is received to transaction begin, the Transaction
sub-layér will eventually abort this transaction and inform the TR-user. This is a local option.

— transaction abort by TCAP: whenever one of a list of abnormal situations is detected, the Transaction
sub-layer decides to abort the corresponding transaction and informs the TR-users.
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— exception reporting: the Transaction sub-layer may report to TR-users abnormal situations of which it
is notified by the underlying layer.

When the TR-user is the Component sub-layer:
a) there is a one-to-one mapping between a dialogue and a transaction,

b) * a message may contain zero, one or more components, within the limits of the message size supported
by the underlying layer.

2.4 TC Based on a connection-oriented network service

For further study.

3 Service provided by TC based on a connectionless network service

3.1 Component Sub-layer

3.1.1  Overview of Component Sub-layer primitives

Tables 1/Q.771 and 2/Q.771 give an overview of the primitives to/from the TC-users, and contain
references to the sections of this Recommendation where these primitives are described in detail.

Table 1/Q.771 shows the TC-primitives relating to dialogue handling. The purpose of these primitives is to
request or indicate facilities of the underlying (sub)-layer, in relation with message transmission or dialogue
handling. When the Transaction Sub-layer is used to support the dialogue, these primitives map onto TR-primi-
tives with the same generic name, as there is a one to one relationship between a dialogue and a transaction.

TABLE 1/Q.771

Primitives for dialogue handling

Name Type Section

TC-UNI Request 3.1.2.241
Indication

TC-BEGIN Request 3.1.2.2.2.1

. Indication

TC-CONTINUE ‘ Request 3.1.2.222
Indication

TC-END Request 3.1.2223
Indication

TC-U-ABORT ' Request 3.1.2223
Indication

TC-P-ABORT : Indication 3.14.2

— TC-UNI: requests/indicates an unstructured dialogue.
— TC-BEGIN: begins a dialogue.

— TC-CONTINUE: continues a dialogue.

— TC-END: ends a dialogue.
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Each of the previous primitives causes any component(s) previously passed on the interface for the
referenced dialogue to be delivered to the remote end (except TC-END with prearranged end).

TC-U-ABORT: allows a TC-user to terminate a dialogue abruptly, without transmitting any pending
components.

TC-P-ABORT: informs the TC-user that the dialogue has been terminated by the service provider
(i.e. TC Transaction sub-layer) in reaction to a transaction abort by the Transaction sub-layer. Any
pending components are not transmitted.

Table 2/Q.771 shows the TC-primitives for component handling. The main purpose of these primitives is
to handle operations and replies; these primitives do not as such require facilities from the underlying (sub)-layer.

TABLE 2/Q.771

Primitives for component handling

Name Type Section

TC-INVOKE Request 3.1.3.2
Indication

TC-RESULT-L Request 3.1.33
Indication

TC-RESULT-NL Request 3133
Indication

TC-U-ERROR Request 3.1.34
Indication

TC-L-CANCEL X Indication 3.1.3.6

TC-U-CANCEL Request 3.1.3.6

TC-L-REJECT Indication 3.1.4.1

TC-R-REJECT : Indication 3.14.1

TC-U-REJECT ’ Request 3.1.35
Indication

TC-INVOKE: invocation of an operation, which may be linked to another operation invocation
TC-RESULT-L: only result or last part of the segmented result of a successfully executed operation
TC-RESULT-NL: non-final part of the segmented result of a successfully executed operation
TC-U-ERROR: reply to a previously invoked operation, indicating that the operation execution failed

TC-L-CANCEL: informs the TC-user locally that an operation invocation is terminated due to a
timeout condition

TC-U-CANCEL: causes local termination of an operation invocation, as a consequence of a TC-user
decision
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— TC-L-REJECT: (local reject) informs the local TC-user that a Component sub-layer detected invalid
component was received

— TC-R-REJECT: (remote reject) indicates that TCAP detected an invalid component
— TC-U-REJECT: rejection of a component by the TC-user, indicating a malformation which prevents
the operation from being executed, or the reply from being understood

The various primitives associated with component and dialogue handling are described with their
parameters. The following notation is used:

M) indicates a mandatory parameter
O) indicates an optional parameter
FS indicates that further study is required

A blank indicates that the parameter is not applicable

(=) indicates that the parameter must have the same value in a request primitive and in the
corresponding indication primitive.

This notation applies throughout this Recommendation.

3.1.2 Dialogue Handling

Dialogue handling provides facilities for the exchange of components within a dialogue.

3.1.2.1 Definition of Parameters

This section defines the parameters used with the primitives associated with dialogue handling.

Address parameters: two address parameters are used: the “Destination Address” and the “Originating
Address” parameters. These parameters identify respectively the destination and originating TC-user.

“Components Present”: indicates whether any components will be received; when no component is being
transmitted, it indicates that the list is empty, other wise it indicates a sequence (see § 3.1.3.8) of components
which are associated with the dialogue handling primitive. The “Components Present” parameter is used in
primitives of the indication type only.

“Dialogue ID”: this parameter also appears in the component handling primitives, and is used to associate
components with a dialogue. The same dialogue ID must be used within the same dialogue, or a unidirectional
primitive. In a unidirectional primitive the same dialogue ID assures all components with the identical dialogue
ID are blocked together in the same unidirectional message destined for the same destination address. For
structured dialogues, the dialogue ID is used to identify all the components belonging to the same dialogue from
the beginning of the dialogue to its end. The dialogue ID maps onto the IDs exchanged in the messages between a
pair of nodes. ’

“P-ABORT”: contains information indicating the cause for which TCAP decides to abort a dialogue.

“Parameters”: contains the parameter(s) to be sent to the remote TC-user in association with an operation
invocation, a reply, or a dialogue abort. This information is not analysed by TCAP.

“Quality of Service”: the TC-user indicates the acceptable quality of service. The default value of this
parameter corresponds to the underlying service defined in § 3.4. Other Quality of service is for further study.

“Termination”: indicates which scenario is chosen by the TC-user for the end of the dialogue (prearranged
or basic).

“User Abort Information”: the TC-user may include information related to a TC-user-initiated abort.

3.1.2.2 Dialogue facilities

The dialogue facilities allow a TC-user to exchange components with a peer TC-user to perform a
distributed application. The unidirectional message facility may be used to send class 4 operation invocations and
reports of protocol errors in these invocations from either TC-user using an unstructured dialogue. The structured
dialogue facilities provide the capability to explicitly initiate a transaction, exchange components within the
dialogue, terminate it, or abort it.
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3.1.2.2.1 Unstructured dialogue

There is no initiation or termination associated with an unstructured dialogue; the only facility provided is
the request for transmission of one, or several components invoking class 4 operations or reporting protocol errors
in these invocations, grouped in a message to the remote TC-user.

Components to be transmitted have been previously passed to the component sub-layer by means of
component handling primitives of the “request” type.

The use of the unstructured dialogue facility is indicated by issuing a TC-UNI primitive, as described in
Table 3/Q.771.

At the originating side, a TC-UNI request primitive is issued to request transmission to the remote TC-user
of all the components which have been passed to the component sub-layer with the same dialogue ID.

At the receiving side, the destination TC-user is informed that one or more component(s) have been
received by means of a TC-UNTI indication primitive. The parameters in this primitive apply to all the components
being received; these components will actually be delivered by means of component handling primitives of the
indication type.

TABLE 3/Q.771

TC-UNI Primitives

Primitive: TC-UNI
Parameter
Request Indication

Quality of service FS

Destination address M M2
Originating address M2 M (=)
Dialogue ID MY

Components present M M (=)

3 This parameter may be implicitly associated with the access point at which the primitive is issued.

) This parameter has only local signiﬁcz;nce.

3.1.22.2  Structured dialogue

The structured dialogue facility allows a TC-user to start a dialogue, exchange components within this
dialogue, terminate it, or abort it. It provides for Transaction IDs in the transaction messages that provide a
unique association among the related transaction messages.

3.1.2.2.2.1  Beginning of a dialogue

A TC-user begins a new dialogue by issuing a TC-BEGIN request primitive. The purpose of this primitive
is:
— to indicate to the Component sub-layer that a new dialogue starts, identified by the Dialogue ID
parameter of the primitive;

— to request transmission of any component(s) previously passed to the Component sub-layer by means
of component handling primitives of the “request” type with the same Dialogue ID.
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A TC-BEGIN request primitive may be issued prior to passing any component to the Component
sub-layer.

At the receiving side, the destination TC-user is informed that a new dialogue starts by means of a
TC-BEGIN indication primitive. The presence of component(s) is indicated by the Components Present.

Table 4/Q.771 describes the TC-BEGIN primitives.

TABLE 4/Q.771

TC-BEGIN Primitives

Primitive: TC-BEGIN
Parameter
Request Indication

Quality of service FS FS
Destination address M M2
Originating address M2 M (=)
Dialogue ID M M
Components present M

2 This parameter may be implicitly associated with the access point at which the primitive is issued.

3.1.2.2.2.2  Dialogue continuation

A TC-user indicates that it wants to continue a dialogue by issuing a TC-CONTINUE request primitive.
This primitive requests transmission of any component(s) that have been passed to the Component sub-layer for
this dialogue, since the last TC-BEGIN or TC-CONTINUE request primitive was issued for this dialogue.

At the receiving side, the TC-CONTINUE indication primitive indicates:

— that the dialogue may continue

— that components are being delivered (if the Components Present parameter does not indicate
“empty”),
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Table 5/Q.771 describes the TC-CONTINUE primitives.

TABLE 5/Q.771

TC-CONTINUE Primitives

Primitive: TC-CONTINUE

Parameter
Request Indication
Dialogue ID M M
Components present M

312223  End of a dialogue

Three scenarios are provided to TC-users to end a dialogue:

— prearranged end

— Dbasic end

— abort by the TC-user.

Dialogue ending uses the TC-END request and indication primitives described in Table 6/Q.771. The

TC-END request primitive indicates which scenario is being used for the dialogue.

TABLE 6/Q.771

TC-END Primitives

Primitive: TC-END
Parameter
Request Indication
Dialogue ID M M
Components present M
Termination M

a) prearranged end '

In this scenario, TC-users have decided by prior arrangement when to end the dialogue: the effect of
the TC-END primitive is purely local; no TC-END indication is used.

No component can be sent or received for the dialogue once the TC-END request primitive has been
issued.
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b)

<)

basic end

In this scenario, the ending causes transmission of any pending components at the side which initiates
it. Note, however, that any components for which transmission would be pending in the reverse
direction will not be delivered.

The basic scenario uses the TC-END primitives for two purposes:

—  delivery of any component(s) that has been passed to the Transaction sub-layer, and for which
transmission is pending

— indication that no more components will be exchanged for this dialogue in either direction.

abort of a dialogue by a TC-user

The TC-user has the ability to request immediate ending of a dialogue without taking into account
any pending operation invocation (abort). When doing so, the TC-user may provide end to end
information indicating the cause of the abort and diagnostic information; this information is
transported by TCAP without analysis.

The TC-U-ABORT request and indication primitives are used to indicate abort by the TC-user;
Table 7/Q.771 describes these primitives.

TABLE 7/Q.771

TC-U-ABORT Primitives

Primitive: TC-U-ABORT
Parameter
Request Indication
Dialogue ID M M
User abort information (o) . 0 (=)

3.1.3.1

16

Component Handling

Definition of Parameters

This section defines the parameters used with the primitives associated with component handling.

“Class”: see § 2.3.2.3.

“Dialogue ID”: relates components to a specific dialogue.

“Invoke ID”: identifies an operation invocation.

“Linked ID”: links an operation invocation to a previous operation invocation.

“Error”: contains information provided by the TC-user when an operation returns failure. This informa-
tion is not analysed by TCAP.

“Last Component”: is used in primitives of the “indication” type only, to designate the last component of
a message. Note that indication of the last part of the result of an operation is via the name of the primitive.

“Operation”: identifies the action to be executed by a TC-user on request of another TC-user.

“Parameters”: contains any parameters accompanying an operation, or provided in reply to an operation.

“Problem Code”: identifies the cause for rejecting a component.

“Timeout”: indicates the maximum lifetime of a component ID. It is used to handle cases where
operations do not receive any expected reply.

Fascicle VI.9 — Rec. Q.771



3.1.3.2 Operation Invocation

An operation invocation is requested to the Component sub-layer by means of a TC-INVOKE request
primitive. When this invocation is linked to a previous operation, the Linked 1D parameter is used.

A corresponding TC-INVOKE indication primitive is used to indicate operation activation to the
destination TC-user.

Table 8/Q.771 shows the primitives associated with operation invocation.

TABLE 8/Q.771

Operation invocation primitives

Primitive: TC-INVOKE
Parameter
Request Indicatign

Dialogue ID M M2
Class M

Invoke ID » . M | M =)
Linked ID o O (=)
Operation . : M M (=)
Parameters O O (=)
Last component ) ‘ M
Timeout M

4 Mandatory except for invocation of class 4 operation received in a unidirectional message.

3.1.3.3 Report of success

Success is reported to indicate that an operation (of class 1 or 3) has been executed by the remote TC-user.
The operation is identified in the Invoke ID parameter. Several replies may be used to report success. The
following primitives are used:

— TC-RESULT-L indicates the only or last segment of a result
— TC-RESULT-NL indicates a segment of a result (with more segments to follow)

There is no limitation on the number of segments.

The TC-RESULT-L and TC-RESULT-NL primitives are described in Table 9/Q.771. A primitive of the
“request” type is used to pass a result from the TC-user to the Component sub-layer; a primitive of the
“indication” type is used to deliver this result to the TC-user.
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TABLE 9/Q.771

Report of success primitives

Primitive
Parameter TC-RESULT-L TC-RESULT-L
TC-RESULT-NL TC-RESULT-NL
Request Indication
Dialogue ID M M
Invoke ID M M (=)
Parameters 0 , O (=)
Last component M

3.1.3.4 Report of failure

A TC-user receiving a (class 1 or 2) operation which it cannot execute, though it “understands” it, will
issue a TC-U-ERROR request primitive, indicating the reason of the failure (Error parameter). The corresponding
operation is identified by the Invoke ID parameter.

The TC-user which invoked this operation is informed by a TC-U-ERROR indication primitive.
Table 10/Q.771 describes the TC-U-ERROR primitives.

TABLE 10/Q.771

Report of failure primitives

Primitive: TC-U-ERROR
Parameter
Request Indication
Dialogue ID M . M
Invoke ID M M (=)
Error M M (=)
Parameters (0] o O (=)
Last component . M

Note — Report of failure is a final reply.
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3.1.3.5 Reject by the TC-User

A TC-user may reject any component (except a reject component) generated by its peer entity, which it
considers incorrect. The cause for the rejection is indicated in the Problem Code parameter; separate parameters
are available for the rejection of individual component types.

Any rejection of an invocation or a result terminates the operation. When a linked operation is rejected,
the linked-to operation is not affected.

A TC-user rejects a component by means of the TC-U-REJECT request primitive, and is informed of
rejection by the remote TC-user by means of the TC-U-REJECT indication primitive. These primitives are
described by Table 11/Q.771.

TABLEAU 11/Q.771

User rejection primitives

Primitive: TC-U-REJECT
Parameter
Request Indication
Dialogue ID M M@
Invoke ID M M (=)
Problem code M M (=)
Last component M

¥ Mandatory except for rejection of invocation of class 4 operation received in a unidirectional message.

3.1.3.6 Cancel of an Operation

The cancel facility terminates the corresponding operation invocation. It can be requested either by the
TC-user, or by the Component sub-layer. In both cases, it has only local effect: no notification is sent to the
remote end. R

The Component sub-layer uses the cancel facility to inform the TC-user that the timer associated with a
class 1, 2 or 3 operation has expired; the TC-L-CANCEL indication primitive is used for this purpose. The timer
is run for all classes, but the reporting for class 4 operations is a local matter.

The TC-user uses the TC-U-CANCEL request primitive to inform the local Component sub-layer of a
cancel decision. No component is sent.
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Table 12/Q.771 describes the TC-CANCEL primitives.

TABLE 12/Q.77%

TC-CANCEL Primitives

Primitive
Parameter
TC-L-CANCEL indication TC-U-CANCEL request
Dialogue ID M ' M
Invoke ID M M

3.1.3.7 Grouping of Components inside a Message

A sequence of components is obtained by passing one or several components with a given Dialogue ID to
the Component Sub-layer between two successive requests for transmission (TC-BEGIN, TC-CONTINUE or
TC-END request primitives), or before the first one (TC-BEGIN request), using the same Dialogue ID, or the
only request for transmission (i.e. TC — UNI).

At the originating side, a list of components is delimited by TC-UNI, TC-BEGIN, TC-CONTINUE or
TC-END request primitives.

At the destination side, a sequence of components starts with a primitive indicating transmission; its end is
indicated by the “Last Component” parameter of the primitives which deliver components to a TC-user. The
“Components Present” parameter in the transmission primitive indicates whether the sequence is empty, or not.

Note — Components grouped inside a message are delivered to the remote end in the same order as they
are provided by the TC-user at the originating end.

3.1.4  Abnormal situations

3.1.4.1 Reject of a Component by the Component sub-layer

When detecting that a received component is invalid, the Component sub-layer notifies the local TC-user
by means of the TC-L-REJECT indication primitive. This primitive indicates the cause of the reject (Problem
Code parameter) with sufficient information to make the retention of the failed component superfluous: whenever
possible the Component Type and Component ID are indicated; otherwise a “general problem” cause is indicated.
This information is passed to the TC-user, and also retained in the Component sub-layer which uses it to form a
reject component. ' :

Any type of component can be rejected. When the component to be rejected is itself identified as a reject
component, rejection is purely local; when the rejected component is identified as an invoke or a result, the whole
corresponding operation is considered as terminated; when it is a linked operation, this linked operation is
terminated, but the linked-to operation is not affected. '

When informed of a Component sub-layer reject, the local TC-user may decide to continue the exchange
of components. If so, the remote TC-user is informed through the reject component sent when the local TC-user
issues the next dialogue handling primitive. '

If the Component sub-layer generated reject combined with accumulated components from the TC-user
exceeds the message length limitations, then the TC-user, being aware of the reject component, must initiate two
dialogue handling primitives. The Component sub-layer, also being aware of the length problem, will send all the
components, except the reject, with the first primitive. The reject will be sent with the next dialogue handling
primitive together with any further components provided by the TC-user.
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Table 13/Q.771 describes the primitives used in relation with TCAP component rejection.

TABLE 13/Q.771

Component sub-layer rejection primitive

Primitive
Parameter =
TC-L-REJECT indication TC-R-REJECT indication
Dialogue ID «M M@
Invoke ID O o)
Problem code M M
Last component M

3 Mandatory except for rejection of invocation of a class 4 operation received in a unidirectional message.

3.1.4.2 Dialogue abort

Due to an abnormal situation, an underlying (sub-)layer may decide to abort the association between
users; the dialogue has then to be aborted. All associated operations are terminated, and the TC-users are notified
by means of TC-P-ABORT indication primitives. The P-abort parameter contains the cause for which it was

decided to abort the dialogue.

The Component sub-layer does not decide on dialogue abort.

Table 14/Q.771 describes the TC-P-ABORT primitive.

TABLE 14/Q.77t

Primitive for TCAP Abort

Parameter

Primitive

TC-P-ABORT indication

Dialogue ID

M

P-abort

3.1.5 Component states and state transition diagrams

For a given component ID, component correlation takes place only at the side which originates the
operation; for this ID, component states and state transition diagrams are defined at this side only. The other side
just reflects the value of the component ID in an Invoke or a Linked ID.
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The following states are defined:
— Idle: no activity associated with the component ID

— Operation Pending: an operation has been passed to the Component sub-layer, but no request for
transmission has been issued

— Operation Sent: an operation has been transmitted to the remote end, but no result has been received
— Wait for Reject: the result has been received; TCAP is waiting for its possible rejection by the TC-user

— Reject pending: reject of the result has been requested by the TC-user, but no request for transmission
has been issued.

State transition diagrams are defined for the four classes of operations.

Note 1 — Each of these diagrams corresponds to one cdmponent ID: the one indicated in the Invoke ID
parameter; linked operations do not alter the state machine of the linked-to operation.

Note 2 — TC-END request or indication primitives, TC-U-ABORT request or indication primitives, or
the TC-P-ABORT indication primitive cause return to the “Idle” state of any component ID associated with the
dialogue. Corresponding transitions are not represented on the diagrams.

Class 1 operations (both success and failure reported)

TC-CONTINUE req

Reject pending

TC-U-REJECT req
TC-INVOKE req

Wait for reject

TC-U-CANCEL req

TC-RESULT-L ind
TC-R-REJECT ind TC-U-ERROR ind
TC-U-REJECT ind 4
TC-L-CANCEL ind
TC-U-CANCEL req

Operation
pending

TC-BEGIN req
TC-CONTINUE req

TC-L-REJECT ind

Operation sent

T1113651-88
TC-RESULT-NL ind

a) This transition is based on an implementation-dependent mechanism. The TC-user is not formed in this case.

FIGURE 5/Q.771

State transition diagram for Class 1 operations
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Class 2 operations (only failure reported)

TC-CONTINUE req

Reject pending

TC-U-REJECT req
TC-INVOKE req

Wait for reject

TC-U-CANCEL req

TC-R-REJECT ing | C U ERROR ind

TC-U-REJECT ind 4
TC-L-CANCEL ind
TC-U-CANCEL req

Operation
pending

TC-BEGIN req
> TC-CONTINUE req

Operation sent

T1113661-88

a) This transition is based on an implementation-dependent mechanism. The TC-user is not informed in this case.

FIGURE 6/Q.771

State transition diagram for Class 2 operations
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Class 3 operations (only success reported)

TC-CONTINUE req .
. Reject pending

TC-U-REJECT req
TC-INVOKE req

Wait for reject

TC-U-CANCEL req

TC-R-REJECT ind  TC-RESULT ind
TC-U-REJECT ind 4
TC-L-CANCEL ind
TC-U-CANCEL req

Operation
pending

TC-L-REJECT ind

* TC-BEGIN req
> TC-CONTINUE req

Operation sent

TU13671-88
TC-RESULT-NL ind

a) This transition is based on an implementation-dependent mechanism. The TC-user is not informed in this case.

FIGURE 7/Q.771

State transition diagram for Class 3 operations

24 Fascicle VI.9 — Rec. Q.771



Class 4 operations (neither success nor failure reported)

TC-INVOKE req

TC-U-CANCEL reg

Operation
pending TC-R-REJECT ind

TC-U-REJECT ind

TC-U-CANCEL req
TC-BEGIN req
L. TC-CONTINUE req
TC-UNI req a)

Operation sent

T1113681-88

a) This transition can occur as a result of operation timeout expiry. Notification to
the TC-user is a local matter. :

FIGURE 8/Q.771

State transition diagram for Class 4 operations
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3.1.6  Mapping of Component sub-layer onto Transaction sub-layer

When mapping the Component sub-layer onto the Transaction sub-layer, a one to one mapping exists
between a dialogue and a transaction explicity in the case of a structured dialogue, or implicitly in the case of an
unstructured dialogue. It follows that there is a one to one relationship between dialogue handling primitives of
the Component sub-layer and transaction handling primitives in the Transaction sub-layer; similar generic names
have been chosen for the primitives to reflect this. The component handling primitives of the Component

sub-layer have no counterpart in the Transaction sub-layer.

The correspondence between the two sub-layers is further described in Recommendation Q.774.

32 Transaction Sub-layer

3.2.1  Overview of Transaction Sub-layer primitives

Table 15/Q.771 gives an overview of the primitives between the TR users and the Transaction sub-layer. A
detailed description of these primitives and their parameters is given in the next sections. For each primitive,

Table 15/Q.771 indicates the relevant section.

TABLE 15/Q.771

Primitives for the transaction sub-layer

Name Type Section

TR-UNI Request 322
indication

| TR-BEGIN Request 323
indication

TR-CONTINUE Request 3.24
indication

{ TR-END Request 3.25
indication

| TR-U-ABORT Request 3253
1 indication

{ TR-P-ABORT Indication 3.2.6.1

Definition of the parameters :

“Quality of Service”: the TR-user indicates the preferred quality of service. This is for further study.

“Destination Address”: identifies the destination TR-user.

“Originating Address”: identifies the originating TR-user.

“P-abort”: indicates the cause of the abort of a transaction by TCAP.

“Reason”: indicates the nature of an abnormal situation.
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“Transaction ID”: a transaction is identified by a separate transaction ID at each end.
“Termination”: identifies the termination scenario chosen for the transaction (prearranged or basic).
“User Abort Information”: information related to a TR-user abort.

“User Data”: contains the information to be passed between TR-users.

3.2.2  Information Transfer In Unstructured Dialogue

Information may be sent from one TR—user to another TR-user without establishing an explicit
association. In this case, the transaction sub-layer considers that there is no relationship among messages
transmitted by this means.

The corresponding primitives are the TR-UNI request and indication primitives, described in
Table 16/Q.771. ’

TABLE 16/Q.771

TR-UNI Primitives

Primitive: TR-UNI
Parameter
Request Indication
Quality of service FS -
Destination address M M2
Originating address M2 M (=)
User data . M M (=)

3 This parameter may be implicitly associated with the access point at which the primitive is issued.

3.2.3  Transaction begin

The transaction begin facility starts a transaction between two TR-users. This may be accompanied by the
transfer of TR-user information (called user data in the following).

In order to begin a transaction, a TR-user issues the TR-BEGIN request primitive.

At the destination side, the TR-BEGIN indication primitive is used to inform the destination TR-user of
the beginning of a transaction, and to deliver any accompanying user data.

Table 17/Q.771 describes the transaction begin primitives.

Fascicle V.9 — Rec. Q.771 27



TABLE 17/Q.771

Primitives for transaction begin

Primitive: TR-BEGIN
Parameter
Request Indication
Quality of service FS FS
Destination address M M2
Originating address M2 M (=)
Transaction ID M M
User data O O (=)

8 This parameter may be implicitly associated with the access point at which the primitive is issued.

Figure 9/Q.771 shows the transaction state transitions during transaction begin. The following states are
introduced:

— Idle (I): the transaction does not exist
— Init Sent (IS): the transaction just started at the originating side

— Init Received (IR): the transaction just started at the destination side.

TR-BEGIN req TR-BEGIN ind

FIGURE 9/Q.771

State transitions for transaction begin

3.2.4  Transaction continuation

Transaction. continuation allows two TR-users to exchange messages in both directions inside a transac-
tion. The TR-CONTINUE primitives are used for this purpose. They are described by Table 18/Q.771.

The Transaction sub-layer does not provide segmentation/reassembly or flow control.

State transitions associated with the continuation of a transaction are represented on Figure 10/Q.771,
where state A (Active) indicates that the transaction was accepted by the remote end, and the transaction can be
used to exchange messages in both directions.
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TABLE 18/Q.771

Transaction Continuation Primitives

Primitive: TR-CONTINUE
Parameter
Request Indication
Transaction ID M M
User Data 0 0 (=)

@ TR-C ind m TR-C req @

TR-C req 'U TR-Cind ThL650-83

Note — TR-C stands for TR-CONTINUE.

FIGURE 10/Q.771

State transitions for transaction continuation

3.2.5 Transaction End

Three facilities are provided to a TR-user to end a transaction:

— prearranged end
— basic end

— abort.

The first two facilities use the TR-END primitives; the Termination parameter indicates which option is
selected. The TR-END primitives are described by Table 19/Q.771.

The last facility uses the TR-U-ABORT primitives described by Table 20/Q.771.
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TABLE 19/Q.771

TR-END primitives

Primitive: TR-END
Parameter
Request Indication
Transaction 1D ' M M
Termination M
User data o] O (=)

3.2.5.1 Prearranged end

When prearranged end has been selected, the procedure is purely local. Each TR-user may decide to end
the transaction at any point in time, regardless of the current transaction state. The TR-END request primitive
only is used: the remote TR-user is not informed, and should request transaction end on its own.

The User Data parameter should not be present in this case.

Figure 11/Q.771 shows the transaction state transitions for prearrénged end of a transaction. The states are
those defined in 3.2.3 and 3.2.4 above.

TR-E req TR-E req
C - () )

TR-E | req TIN3700-38

Note — TR-E stands for TR-END.

FIGURE 11/Q.771

State transitions for the prearranged end of a transaction

3.2.5.2 Basic end

When basic termination has been selected, the TR-user requests the end of the transaction by issuing the
TR-END request primitive indicating this ‘option; the primitive may then contain User Data which is sent to the
peer entity.

At the destination side, the TR-END indication primitive is used to inform the TR-user of the end of the
transaction, and deliver any accompanying User Data.

Figure 12/Q.771 shows the transaction state transitions for the basic end of transaction. The states are
those defined in §§ 3.2.3 and 3.2.4 above.
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TR-E ind TR-E req
C 15) m: CRr)

T113710-88
TR-E req TR-E ind

Note — TR-E stands for TR-END.

FIGURE 12/Q.771

State transitions for the basic end of a transaction

3.2.5.3 Transaction Abort by the TR-user

A TR-user may request the abort of a transaction at any moment; it uses for this purpose the
TR-U-ABORT request primitive, which may optionally contain the cause of the abort, and/or additional end to
end information. This information is contained in the User Abort Information parameter: it is transmitted without
analysis to the peer entity. Any messages of the transaction for which transmission is pending are discarded.

A TR-user is informed of the decision of its peer entity to abort the transaction by means of the
TR-U-ABORT indication primitive.

TR-U-ABORT primitives are described by Table 20/Q.771.

TABLE 20/Q.771

TR-U-ABORT Primitives

Primitive: TR-U-ABORT
Parameter
Request Indication
Transaction ID M M
User Abort Information (0] 0 (=)

3.2.6  Abnormal situations

3.2.6.1 Abort by the Transaction Sub-layer

The abort facility may be invoked by the Transaction sub-layer in reaction to abnormal situations. The
possible reasons for such a decision are indicated in Recommendation Q.774.

Transaction abort causes the abandonment of any message of the transaction for which transmission is
pending.
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Transaction abort is made by means of the TR-P-ABORT indication primitive descrfbed by
Table 21/Q.771. '

TABLE 21/Q.771

Transaction sub-layer abort primitive

Primitive
Parameter
TR-P-ABORT indication
Transaction ID M
P-abort M

Figure 13/Q.771 shows the state transitions for transaction abort. The states are those defined in §§ 3.2.3
and 3.2.4 above.

TR-U req , TR-U req
TR-U ind . TR-Pind -
IS m— ——m o > I S IR

TR-P ind

TR-U req

TR-U ind

TR-P ind

A

Note — TR-P stands for TR-P-ABORT, TR-U for TR-U-ABORT.

FIGURE 13/Q.771

State transitions for transaction abort

33 Services provided by the ISP

No additional service is provided by the ISP when the TC-service is based on a connectionless network
service.

34 Services assumed from the connectionless network layer

In the Signalling System No. 7 environment, the services assumed from the SCCP are those defined in
Recommendation Q.711, § 2.2 (SCCP Connectionless Services, class 0 or class 1).

Relations of TC with the SCCP management require further study.

4 Service provided by TC based on a connection-oriented network service

For further study.
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Recommendation Q.772

TRANSACTION CAPABILITIES INFORMATION ELEMENT DEFINITIONS

1 General

This Recommendation describes the individual information elements and parameters used within Transac-
tion Capabilities messages. The encoding and formatting of these elements are shown in Recommendation Q.773.

The meaning of each information element is described in general terms.

For TC based upon a connectionless network service, the current TC is equivalent to the Transaction
Capabilities Application Part (TCAP).

The TCAP message format consists of two parts, namely the transaction portion and the component
portion. Information in the component portion concerns individual operations and their replies. The transaction
portion contains protocol control information for the transaction sub-layer.

For a more detailed analysis of the architecture, see Figure 3/Q.771, and associated text.

2 Transaction portion

The transaction portion of a TC message may contain the following information elements, viz:

2.1 Message type

Five types of messages are defined for the transaction portion as follows:

2.1.1  Unidirectional

This message is used when there is no need to establish a transaction with another peer TR-User.

2.1.2  Begin

This message is used to initiate a transaction with another peer TR-User.

213 End

This message is used to terminate a transaction with another peer TR-User.

2.1.4  Continue

This message is used to complete the establishment of a transaction and to continue an established
transaction.

215  Abort

This message is used to terminate a transaction following an abnormal situation detected by the
transaction sub-layer (the service provider), or to abort a transaction by the TR-User (the service user).

2.2 Transaction IDs

Transaction IDs are independently assigned by each of the two nodes communicating via a transaction,
enabling each node to uniquely identify the transaction and associate the entire contents of the message with that
particular transaction. There are two types of Transaction IDs, viz:
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2.2.1  Originating Transaction ID

The Originating Transaction ID is assigned by the node sending a message, and is used to identify the
transaction at that end. ’

2.2.2  Destination Transaction ID

The Destination Transaction ID identifies the transaction at the receiving end. The first Originating
Transaction ID value received is reflected as the Destination Transaction ID value.

23 P-Abort Cause
This is used when the transaction sub-layer aborts a transaction.
P-Abort cause definitions are as follows:

2.3.1 Unreéognizea’ Message Type

The message type is not one of those defined in §§ 2.1.1 to 2.1.5 above.

2.3.2  Unrecognized transaction 1D

A transaction ID has been received for which a transaction does not exist at the receiving node.

2.3.3  Badly formatted transaction portion

The transaction portion of the received message does not conform to the X.209 encoding rules as outlined
in Recommendation Q.773, § 3.

2.3.4  Incorrect transaction portion

The elemental structure within the transaction portion of the received message, does not conform to the
rules for the transaction portion defined in Recommendation Q.773 § 5.

2.3.5 Resource limitation

Sufficient resources are not available.

24 User abort information

This is used to pass User Specified Information by the TR-User when it aborts a transaction.

2.5 Component portion

This contains the component portion. When the component portion is empty this information element is
not present.

3 Component Portion

The Component Portion contains the following types of information elements. They are delivered to the
user at the receiving end in the same order in which they were received from the user at the originating end.
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3.1 Component type

There are five types of component that may be present in the Component Portion of a TC message. The
four Protocol Data Units (PDUs) defined inRecommendation X.229 are used, viz:

TCAP component X.229 PDU
Invoke ROIV
Return result (last) RORS
Return error ROER
Reject RORJ

The remaining component type - Return Result (Not Last) - is defined by TCAP.

These component types are defined as follows:

3.1.1  Invoke

The invoke component requests that an operation be performed. It may be linked to another operation
invocation previously sent by the other end.

3.1.2  Return result (Not Last)

When TC uses a connectionless Network Service, it may be necessary for the TC-User to segment the
result of an operation. In this case this component is used to convey each segment of the result except the last,
which is conveyed in a Return Result (Last) component.

3.1.3  Return result (Last)

The Return Result (Last) component reports successful completion of an operation. It may contain the
last/only segment of a result.

3.1.4  Return error

The Return Error component reports that an operation has not been successfully completed.

3.1.5 Reject

The Reject component reports the receipt and rejection of an incorrect component, other than a Reject
component. The possible causes for rejecting a component are defined by the Problem Code element in § 3.8.

3.2 Invoke ID

An Invoke ID is used as a reference number to identify uniquely a request for an operation. It is present
in any reply to an Invoke component (Return Result, Return Error or Reject), enabling the reply to be correlated
with the invoke. :

33 Linked ID

A Linked ID is included in an invoke component by a node when it responds to an operation invocation
with a linked operation invocation. The node receiving the Linked ID uses it for correlation purposes, in the same
way that it uses the invoke ID in Return Result, Return Error and Reject components.

3.4 Operation code

The Operation Code element indicates the precise operation to be invoked, and is present in an invoke
component type. The operation may be a local operation or a global operation. A local operation can be used in
one ASE only. The same global operation can be used in several different ASEs.
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The actual operation codes, the definition of the operations and their associated parameters, are defined in
relevant ASE specifications. The component sub-layer does not set or examine the operation code value, nor
which parameters are present, nor the parameter values.

35 Set (of parameters)

The Set element is used to contain a set of parameters accompanying a component. It is required in the
case of more than one parameter being included in a component. The parameters themselves are defined in
relevant ASE specifications.

3.6 Sequence (of parameters)

The Sequence element is used similarly to the Set element, except that a specific sequence of parameters is
included in the component.

3.7 Error code

The Error Code element contains the reason why an operation cannot be completed successfully. It is
present only in a Return Error component. As with operations, errors may be local or global.

These errors and associated parameters are defined in relevant ASE specifications.

3.8 Problem code

The Problem code element contains the reason for the rejection of a component, and one such element is
present in a Reject component. Four problem code elements are defined, viz:

3.8.1  General problem

This element contains one of the problem codes which apply to the component sub-layer in general, and
which do not relate to any specific component type. All of these are generated by the component sub-layer. They
are: .

3.8.1.1 Unrecognized component

The component type is not recognized as being one of those defined in § 3.1.

3.8.1.2 Mistyped component

The elemental structure of a component does not conform to the structure of that component as defined in
Recommendation Q.773 § 6.

3.8.1.3 Badly structured component

The contents of the component do not conform to the encoding rules defined in Recommendation Q.773

§ 3.

3.8.2  Invoke problem

This element contains one of the problem codes which relate only to the invoke component type. They are:

3.8.2.1 Duplicate invoke ID

The invoke ID is already in use by a previously invoked operation. This code is generated by the TC-User.

3.8.2.2 Unrecognized operation

The operation code value is not one of those used by the ASE. This code is generated only by the
TC-User.

3.8.2.3 Mistyped parameter

A parameter tag is not one of those associated with the operation invoked. This code is generated only by
the TC-User.
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3.8.2.4 Resource limitation

Sufficient resources are not available to perform the operation requested. This code is generated by the
TC-User.
3.8.2.5 Initiating release

The operation requested cannot be invoked as the dialogue is about to be released. This code is generated
only by the TC-User.
3.8.2.6 Unrecognized linked ID

The linked ID does not correspond to a previously invoked operation. This code is generated only by the
component sub-layer.
3.8.2.7 Linked response unexpected

The operation referred to by the linked ID is not an operation for which linked invokes are allowed. This
code is generated only by the TC-User. :
3.8.2.8 Unexpected linked operation

The linked operation is not one of those that the operation referred to by the linked ID allows. This code
is generated only by the TC-User.
3.8.3  Return result problem

This element contains one of the problem codes which relate only to the return result component type.
They are: '
3.8.3.1 Unrecognized invoke ID

No operation with the svpeciﬁed invoke ID is in progress. This code is generated by the component
sub-layer.
3.8.3.2 Return result unexpected

The invoked operation does not report success. This code is generated by the component sub-layer.

3.8.3.3 Mistyped parameter

A parameter tag is not one of those associated with the outcome of the operation. This code is generated
only by the TC-User.
3.8.4  Return error problem

This element contains one of the problem codes which relate only to the return error component type.
They are:
3.8.4.1 Unrecognized invoke ID

No operation with the specified invoke ID is in progress. This code is generated by the component
sub-layer.
3.8.4.2 Return error unexpected

The invoked operation does not report failure. This code is generated by the component sub-layer.

3.8.4.3 Unrecognized error

The reported error is not one of those defined for the ASE. This code is generated by the TC-User.

3.8.4.4 Unexpected error

The received error is not one of those which the invoked operation may report. This code is generated by
the TC-User. ‘
3.8.4.5 Mistyped parameter

A parameter tag is not one of those associated with the outcome of the operation. This code is generated
only by the TC-User.
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Recommendation Q.773

TRANSACTK)N CAPABILITIES FORMATS AND ENCODING

1 Introduction

This Recommendation provides the format and encoding of Transaction Capabilities Application Part
(TCAP) messages. Formats and Encoding for the Intermediate Service Part (ISP) are for further study. This
Recommendation is based on the encoding rules provided in CCITT Recommendation X.209 and is consistent
with that Recommendation. .

2 Description conventions

This Recommendation does not use Recommendation X.209 formal description language. This Recommen-
dation uses the description method of other Q.700 series Recommendations. Annex A uses the formal decription
language to supplement this Recommendation.

3 Standard representation

3.1 General message structure

Each information element within TCAP message has the same structure. An information element consists
of three fields, which always appear in the following order. The Tag distinguishes one type from another and
governs the interpretation of the Contents. The Length specifies the length of the Contents. The Contents is the
substance of the element, containing the primary information the element is intended to convey. Figure 1/Q.733
shows an overview of a TCAP message and an information element.

Tag
Information
Element Length
......... Contents
T1120450-88
a) TCAP message b) Information Element

FIGURE 1/Q.773

Structure of TCAP message and information element

Each field is coded using one or more octets. Octets are labelled as shown in Figure 2/Q.773. The first
octet is the first transmitted. Bits in an octet are labelled as shown in Figure 3/Q.773, with bit A the least
significant and the first transmitted. :

octet 1

octet 2

octet n

T1120500-33

FIGURE 2/Q.773
Octet labelling scheme
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H G F E D C B A
I I I I | I I I | Octet

T1120510-88

FIGURE 3/Q.773
Bit labelling scheme

The contents of each element is either one value (Primitive) or one or more information elements
(Constructor), as shown in Figure 4/Q.773.

Tag - Tag
Length Length
Contents | | | e Tag

| Length

..... Contents

Ti120520-88
a) Primitive b) Constructor
FIGURE 4/Q.773

Types of contents

32 Tag

An information element is first interpreted according to its position within the syntax of the message. The
Tag distinguishes one information element from another and governs the interpretation of the Contents. It is one.
or more octets in length. The Tag is composed of “Class”, “Form” and “Tag code”, as shown in Figure 5/Q.773.

H G F E D C B A
I » Class I Form I Tag Coded) » I

T1120530-88
3 The Tag code may be extended to the following octet(s) as discussed in § 3.2.

FIGURE 5/Q.773
Format of tag

321 Tag class

All Tags use the two most significant bits (H and G) to indicate the Tag Class. These bits are coded as
shown in Table 1/Q.773.
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TABLE 1/Q.773

Coding of tag class

Class Coding (HG)
Universal ) ‘00
Application-wide 01
Context-specific 10
Private use 11

The universal class is used for Tags that are exclusively standardized in CCITT Recommendation X.209
and are application independent types. Universal Tags may be used anywhere a universal information element
type is used. The universal class applies across all CCITT Recommendations, i.e. across CCITT No. 7 ASEs,
X.400 MHS, etc.

The Application-wide class is used for information elements that are standardized across all applications
(ASEs) using CCITT No. 7 TC, i.e. TC-Users.

The Context-specific class is used for information elements that are specified within the context of the next
higher construction and take into account the sequence of other data elements within the same construction. This
class may be used for tags in a construction, and the tags may be re-used in any other construction.

The Private Use class is reserved for information elements specific to a nation, a network or a private user.
Such information elements are beyond the scope of the TC Recommendations.

The Tag codes of the Application-wide class not assigned in this Recommendation are reserved for future
use.

3.2.2  Form of the element

Bit F is used to indicate whether the element is “Primitive” or “Constructor”, as is shown in
Table 2/Q.773. A primitive element is one whose structure is atomic (i.e. one value only). A constructor element is
one whose content is one or more information elements which may themselves be constructor elements.

Both forms of elements are shown in Figure 4/Q.773.

TABLE 2/Q.773

Codihg element form

Element form Coding (F)
Primitive 0
Constructor 1
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3.2.3 Tag code

Bits A to E of the first octet of the Tag plus any extension octets represent a Tag code that distinguishes
one element type from another of the same class. Tag codes in the range 00000 to 11110 (0 to 30 decimal) are
provided in one octet.

The extension mechanism is to code bits A to E of the first octet as 11111. Bit H of the following octet
serves as an extension indication. If bit H of the extension octet is set to 0, then no further octets for this tag are
used. If bit H is set to 1, the following octet is also used for extension of the Tag code. The resultant Tag consists
of bits A to G of each extension octet, with bit G of the first extension octet being most significant and bit A of
the last extension octet being least significant. Tag code 31 is encoded as 0011111 in bits G to A of a single
extension octet. Higher tag codes continue from this point using the minimum possible number of extension
octets.

Figure 6/Q.773 shows the detailed formét of the Tag code.

Tag Code Tag Code
Class |Form (00000 - 11110) Class | Form
1T 1 1 1 1
Ext
1 MSB
Ext
0 LSB
T1106430-87
a) One octet format b) Extended format

FIGURE 6/Q.773

Format of the tag code

33 Length of the Contents

The Length of the Contents is coded to indicate the number of octets in the Contents. The length does not
include the Tag nor the Length of the Contents octets.

The Length of the Contents uses the short, long or indefinite form. If the length is less than 128 octets, the
short form is used. In the short form, bit H is coded 0, and the length is encoded as a binary number using bits A
to G.

If the Length of the contents is greater than 127 octets, then the long form of the Length of the Contents is
used. The long form Length is from 2 to 127 octets long. Bit H of the first octet is coded 1, and bits A to G of the
first octet encode a number one less than the size of the Length in octets as an unsigned binary number whose
MSB and LSB are bits G and A, respectively. The length itself is encoded as an unsigned binary number whose
MSB and LSB are bit H of the second octet and bit A of the last octet, respectively. This binary number should
be encoded in the fewest possible octets, with no leading octets having the value 0.

The indefinite form is one octet long and may (but need not) be used in place of the short or long form,
whenever the element is a constructor. It has the value 10000000. When this form is employed, a special
end-of-contents (EOC) indicator terminates the Contents.

There is no notation for the end-of-contents indicator. Although considered part of the Contents
syntactically, the end-of-contents indicator has no semantic significance.

The representation for the end-of-contents indicator is an element whose class is universal, whose form is
primitive, whose ID Code has the value 0, and whose Contents is unused and absent:

EOC Length Contents
00(hex) 00(hex) Absent

Figure 7/Q.773 shows the formats of the Length field described above. The maximum value that may be
encoded is constrained by the network message size limitations in the connectionless case. Limitations in the
connection-oriented case are for further study.
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0 Length of Contents
MsB LSB
a) Short form
1 (Length of Field Size)-1
MSB LSB
MSB

v

Length of Contents

LSB

b) Long form

Constructor Element Tag

L = 10000000

Tag
Length (Note)
Contents

Tag
Length (Note)
Contents

EOC Tag = 00000000

EOC Length — 00000000

c¢) Indefinite form

Note — The Length may take any of three forms: short, long, and indefinite.

FIGURE 7/Q.773
~ Format of length field
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3.4 Contents

The contents is the substance of the element and contains the information the element is intended to
convey. Its length is variable, but always an integral number of octets. The contents is interpreted in a
type-dependent manner, i.e. according to the tag value.

4 TCAP message structure

A TCAP message is structured as a single constructor information element. It consists of a Transaction
Portion which contains information elements used by the Transaction sub-layer, and a Component Portion which
contains information elements used by the Component sub-layer. One of the Transaction Portion elements is
called the Component Portion, and it contains the Component sub-layer information elements. Each Component
is a constructor information element.

Figure 8/Q.773 shows the detailed TCAP message structure described above.

Message Type Tag

Total Message Length @)

Transaction Portion Information Element

v Combonent Portion Tag

Component Portion Length

Component Type Tag

Component Length

Component Portion Information Element

Component

3 The user should be aware of total message length limitations when using TCAP in
the SS No. 7 connectionless environment.

FIGURE 8/Q.773

Detailed TCAP message structure
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5 Transacti_on Portion

Transaction Portion information elements use the Application Wide class as defined in § 3.2.1.

5.1 Structure of the Transaction Portion

The Transaction Portion fields for various message types are shown in Tables 3/Q.773 to 8/Q.773.

TABLE 3/Q.773

Transaction Portion fields
Unidirectional message type

Element Form Fields of Transaction Portion Mandatory Indication

Constructor Message Type tag Mandatory
Total message length ®

Constructor Component Portion tag Mandatory
Component Portion length

Constructor One or more Components Mandatory
(Not a part of Transaction Portion) (Described in § 6)

3 See Note  to Figure 8/Q.773.

TABLE 4/Q.773

Transaction portion fields
Begin message type

Element Form Fields of Transaction Portion ' Mandatory Indication

Constructor Message type tag Mandatory
Total message length ¥

Primitive Originating Transaction 1D tag Mandatory
Transaction ID length
Transaction 1D

"Constructor Component Portion tag : Mandatory

Component Portion length

Constructor One or more Components - Optional
(Not a part of Transaction Portion) (Described in § 6)

2 See Note ? to Figure 8/Q.773.

b The Component Portion tag is not required if there are no Components being sent in the message.
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TABLE 5/Q.773

Transaction Portion fields
End message type

Element Form Fields of Transaction Portion Mandatory Indication

Constructor Message type tag Mandatory
Total message length @ :

Primitive Destination Transaction ID tag Mandatory
Transaction ID length
Transaction ID

Constructor Component Portion tag Mandatory
Component Portion length

Constructor One or more Components Optional
(Not a part of Transaction Portion) (Described in § 6)

3 See Note » to Figure 8/Q.773.
 See Note » to Table 4/Q.773.

TABLE 6/Q.773

Transaction Portion fields
Continue message type

Element Form Fields of Transaction Portion Mandatory Indication

Constructor Message type tag Mandatory
Total message length

Primitive Originating Transaction ID tag Mandatory
Transaction ID length
Transaction ID

Primitive Destination Transaction ID tag Mandatory
Transaction 1D length
Transaction ID

Constructor Component Portion tag Mandatory
Component Portion length

Constructor One or more Components Optional
(Not a part of Transaction Portion) (Described in § 6)

3 See Note » to Figure 8/Q.773.
b See Note ) to Table 4/Q.773.
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TABLE 7/Q.773

Transaction Portion fields
Abort message type (P-Abort)

Element Form

Fields of Transaction Portion

Mandatory Indication

P-Abort Cause length
P-Abort Cause

Constructor Message type tag Mandatory
Total message length @

Primitive Destination Transaction ID tag Mandatory
Transaction 1D length
Transaction ID

Primitive P-Abort Cause tag Mandatory

3 See Note ? to Figure 8/Q.773.

b P-Abort Cause is only present when the Abort is generated by the Transaction sub-layer.

TABLE 8/Q.773

Transaction Portion fields
Abort message type (U-Abort)

Element Form

Fields of Transaction Portion

Mandatory Indication

User Abort Information length
User Abort Information

Constructor Message type tag Total message length @ Mandatory
Primitive Destination Transaction ID tag Mandatory
Transaction ID length
Transaction ID
Constructor User Abort Information tag Optional »

) See Note ¥ to Figure 8/Q.773.

% The User Abort Information is optional, and may only be present when the Abort is generated by the TC-User.
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5.2 Message Type Tag

This field consists of one octet and is mandatory for all TCAP messages. Message Type tags are coded as

shown in Table 9/Q.773.

TABLE 9/Q.773

Coding of méssage type tag

Message type H G F E D C B A
Unidirectional 0 1 1 0 0 0 0 1
Begin 0 1 1 0 0 0 1 0
(reserved) 0 1 1 0 0 0 1 1
End 0 1 1 0 0 1 0 0
Continue 0 1 1 0 0 1 0 1
(reserved) 0 1 1 0 0 1 1 0
Abort 0 1 1 0 0 1 1 1

53 Transaction ID tags

Two types of Transaction IDs, i.e. Originating Transaction ID and Destination Transaction ID, may be
used. Zero, one or two ID information elements are required depending upon the Message type used.

Table 10/Q.773 depicts this relationship.

TABLE 10/Q.773

Transaction ID(s) in each message type

Originating Destination
Message type D ID
Begin Yes No
End No Yes
Continue . Yes Yes
Abort No Yes
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5.4

48

The Originating and Destinastion Transaction ID Tags are coded as shown in Table 11/Q.773.

TABLE 11/Q.773

Coding of Transaction ID tags

Originating Transaction ID Tag 0 1 0 0 1

Destination Transaction ID Tag 0 1 0 0 1

The length of a Transaction ID is 1 to 4 octets.

P-Abort Cause tag

i

The P-Abort Cause tag is coded as shown in Table 12/Q.773.

TABLE 12/Q.773

Coding of P-Abort Cause tag

P-Abort Cause Tag 0 1 0 0 1

The P-Abort cause values are coded as shown in Table 13/Q.773.

TABLE 13/Q.773

Coding of P-Abort Cause values

P-Abort Cause H G F E D
Unrecognized Message Type 0 0 0 0
Unrecognized Transaction ID 0 0 0 0 0
Badlly Formatted Transaction 0 0 0 0 0
Portion
Incorrect Transaction Portion - 0 0 0 0 0
Resource Limitation 0 0 0
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5.5 User Abort Information tag

The User Abort Information element Tag is coded as shown in Table 14/Q.773.

TABLE 14/Q.773

Coding of User Abor Information tag

User Abort Information tag 0 1 1 0 1 0 1 1

The TC-User may provide any information element desired as the contents of the User Abort Information

element.

5.6 Component Portion tag

The Component Portion Tag is coded as shown in Table 15/Q.773. °

TABLE 15/Q.773

Coding of Component Portion tag

Component Portion Tag 0 1 1 0 T 1 0 0

6 Component Portion

The Component Portion, when present, consists of one or more Components. The Components are based
on, and extended from, the Remote Operations Service Element (ROSE) Application Protocol Data Units

(APDUs) of Recommendation X.229 as indicated in Section 3/Q.772.

6.1 Component type tag

Each Component is a sequence of information elements. The Component types as defined for TCAP,

have the structure indicated in the following tables.

The information elements for the various Components shown in Tables 16/Q.773 to 19/Q.773 are all

mandatory except the Linked ID and the parameters. The parameter may be one of the following:
— A Sequence of parameters
— A Set of parameters
— A specific parameter with its own tag (i.e. not part of a sequence or set)
— Nothing at all (i.e. absent)

Section 6.4 and Table 24/Q.773 define the Sequence and Set tags.
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TABLE 16/Q.773

Invoke component

Mandatory

Invokeé component Indication
Component type tag M
Component length
Invoke ID tag M
Invoke ID length
Invoke ID
Linked ID tag O
Linked ID length
Linked ID
Operation Code tag M
Operation Code length
Operation Code
Parameters (0]

TABLE 17/Q.773

Return Result (Last) and Return Result (Not Last) components

Return Result (Last) and Return Result (Not Last) components Max}dat.ory
Indication

Component type tag M

Component length

Invoke ID tag M

Invoke ID length

Invoke ID

Sequence tag oL

Sequence length

Operation Code tag o

Operation Code length

Operation Code

Parameters oY

3) ROSE has only one APDU called Return Result. See § 3.1.2/Q.772.

% Omitted when no information elements are included in the parameters.
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TABLE 18/Q.773

Return Error Component

Return Error component Mar?dat.ory
Indication
Component type tag ) M
Component length
Invoke ID tag M
Invoke ID length :
Invoke ID
Error Code tag M
Error Code length
Error Code
Parameters (0]
TABLE 19/Q.773
Reject component
. Mandatory
Reject covmponent Indication
Component type tag ’ M
Component length
Invoke ID tag ® ‘ M
Invoke ID length
Invoke ID
Problem Code tag ' M
~Problem Code length
Problem Code
Parameters 0.

@ If the Invoke ID is not available, Universal Null (Table 22/Q.773) with length = 0
should be used.
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The Component Type Tag is coded context-specific, constructor as indicated in Table 20/Q.773.

TABLE 20/Q.773

Component type tag

Component type tag H G F E D C B A

Invoke 1 0 1 0 0 0 0 1
Return Result (Last) 1 0 1 0 0 0 1 0
Return Error 1 0 1 0 0 0 1 1
Reject 1 0 1 0 0 1 0 0
(reserved) 1 0 1 0 0 1 0 1
(reserved) 1 0 1 0 0 1 1 0

1 0 1 0 0 1 1 1

Return Result (Not Last)

The format of a Return Result (Not Last) is identical to that of a Return Result (Last).

6.2 Component 1D tag

The term Component ID refers to the Invoke ID or the Lined ID. The Component ID tag is coded as
shown in Table 21/Q.773.

TABLE 21/Q.773

Coding of Component ID Tag

Invoke ID 0 0 0 0 0 0
Linked ID @ 1 0 0 0 0 0 0

3 This tag differs from the Invoke ID, which is coded as a universal INTEGER, in order to distinguish it from the
following tag (Operation Code) which is also coded as a universal INTEGER.

The length of a Component ID is 1 octet.

An Invoke Component has one or two Component IDs: an Invoke ID, and if it is desired to associate the
Invoke with a previous Invoke, then the Linked ID is provided in addition to the Invoke ID.

Return Result and Return Error Components have one Component ID, called an Invoke ID which is the
reflection of the Invoke ID of the Invoke Component to which they are responding.

The Reject Component uses as its Invoke ID, the Invoke ID in the Component being rejected. If this ID
is unavailable (e.g. due to mutilation of the message undetected by lower layers), then the Invoke ID tag is
replaced with a universal NULL tag (which always has length = 0) as shown in Table 22/Q.773.
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TABLE 22/Q.773

Coding of NULL tag

NULL tag

If an Invoke containing both Invoke and Linked IDs is being rejected, only the Invoke ID is used in the

Reject Component.

6.3 Operation Code tag

Each operation is assigned a value to identify it. Operations can be classified as local or global operations.
A local operation code follows an Operation Code Tag and Operation Code length. The Operation Code Tag is

coded as shown in Table 23/Q.773.

TABLE 23/Q.773

Coding of Operation Code tag

Local Operation Code tag
Global Operation Code tag

The Global Operation Code is coded as described in Recommendation X.209.

6.4 Sequence and Set tags

When there is more than one parameter in a Component (applicable to all Component types), they follow
the Sequence or Set Tag, which are coded universal, constructor, as shown in Table 24/Q.773. The choice of
Sequence or Set is at the discretion of the Application Service Element using TCAP.

TABLE 24/Q.773

Coding of Sequence and Set tags

H G E D C B A
Sequence Tag 0 1 0 0
Set Tag 0 1 0 1
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6.5 Error Code tag

Each error is assigned a value to identify it. Errors can be classified as local or global errors. A local error
code follows the Error Code Tag and Error Code Length. The Error Code Tag is coded as shown in
Table 25/Q.773.

TABLE 25/Q.773

Coding of Error Code tag

Local Error Code Tag 0 0 0 0 0 0 1
Global Error Code Tag 0 0 0 0 0 1 1 0

The Global Error Code is coded as described in Recommendation X.209.

6.6 Problem Code

The Problem Code consists of one of the four elements General Problem, Invoke Problem, Return Result
Problem or Return Error Problem. The tags for these elements are coded as shown in Table 26/Q.773. Their
values are shown in Tables 27/Q.773 to 30/Q.773.

TABLE 26/Q.773

Coding of Problem Type tags

Problem Type H G F E D C B A

General Problem
Invoke
Return Result

.-.._._._.
o o o o
o o o o
o o o o
o o o o
o o o o
—_-—- o o
-;o-—»o

Return Error

TABLE 27/Q.773

Coding of General Problem

Unrecognized Component 2 0 0 0 0 0 0 0 0
Mistyped Component ¥ 0 0 0 0 0 0 0
Badly Structured Componerit 2 0 0 0 0 0 0 1 0

8 TCAP Components are equivalent to ROSE APDUs.
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TABLE 28/Q.773

Coding of Invoke Problem

H G F E D C B A
Duplicate Invoke ID 0 0 0 0 0 0 0 0
Unrecognized Operation 0 0 0 0 0 0 0 1
Mistyped Parameter 2 0 0 0 0 0 0 1 0
Resource Limitation 0 0 0 0 0 0 1 1
Initiating Release ¥ 0 0 0 0 0 1 0 0
Unrecognized Linked 1D 0 0 0 0 0 1 0 1
Linked Response Unexpected 0 0 0 0 0 1 1 0
Unexpected Linked © Operation 0 0 0 0 0 1 1 1

3 TCAP Invoke parameter is equivalent to ROSE Invoke argument.

® ROSE uses “Initiator releasing” as only the initiator of the underlying association may release it. In
TCAP, either entity may release the association.

9 ROSE refers to a linked operation as a child operation.

TABLE 29/Q.773

Coding of Return Result Problem

H G F E D C B A
Unrecognized Invoke ID 0 0 0 0 0 0
Return Result Unexpected 0 0 0 0 0 1
Mistyped Parameter ¥ 0 0 0

2 TCAP Return Result parameter is equivalent to ROSE Return Result result.

TABLE 30/Q.773

Coding of Return Error Problem

Unrecognized Invoke ID
Return Error Unexpected
Unrecognized Error
Unexpected Error
Mistyped Parameter

o o © o ©
S O © o ©
S O ©o o ©

S O O o ©
S O O o o
-0 O o ©
S = = O O
S = O = O
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ANNEX A

(to Recommendation Q.773)

Specification of Transaction Capabilities in ASN

TCAPMessages| ccittRecommendationQ.773ModuleA }DEFINITIONS ::=

BEGIN
EXPORTS OPERATION, ERROR;

-- Transaction Sub-Layer fields

MessageType ::= CHOICE{ Unidirectional [APPLICATION 1] . IMPLICIT Unidirectional,

begin [APPLICATION 2] IMPLICIT Begin,
end [APPLICATION 4] IMPLICIT End,
continue [APPLICATION 5] IMPLICIT Continue,
abort [APPLICATION 7] IMPLICIT Abort}

Unidirectional ::=ComponentPortion

Begin ::= SEQUENCE{ OrigTransactionID, ComponentPortion OPTIONAL }

End ::= SEQUENCE( DestTransactionID, ComponentPortion OPTIONAL }

Continue ::= SEQUENCE{ OrigTransactionID, DestTransactionID,
ComponentPortion OPTIONAL }

Abort ::= SEQUENCE({ DestTransactionID,

CHOICE{ P-AbortCause,
UserAbortInformation OPTIONAL }}

OrigTransactionID ::= [APPLICATION 8] IMPLICIT OCTET STRING
DestTransactionID ::= [APPLICATION 9] IMPLICIT OCTET STRING

P-AbortCause ::= {[APPLICATION 10] IMPLICIT INTEGER({
unrecognizedMessageType (0),
unrecognizedTransactionID (1),
badlyFormattedTransactionPortion (2),
incorrectTransactionPortion (3),
resourceLimitation (4) }

UserAbortInformation ::= [APPLICATION 11] ANY OPTIONAL

-~ COMPONENT PORTION. The last field in the transaction portion of the TCAP message is the
-- ComponentPortion. The Component Portion may be empty.

ComponentPortion ::= [APPLICATION 12] IMPLICIT SEQUENCE OF Component

- Component Sub-Layer fields.

-- COMPONENT TYPE. Recommendation X.229 defines four Application Protocol Data Units (APDUs).
-- TCAP adds returnResultNotLast to allow for the segmentation of a result. Note: in X.229 EXPLICIT
- rather than IMPLICIT tagging is used

Component ::= CHOICE {invoke [1] IMPLICIT Invoke,
returnResultLast [2] IMPLICIT ReturnResult,
returnError [3]1 IMPLICIT ReturnError,
reject [4] IMPLICIT Reject,

returnResultNotLast [7]1 IMPLICIT ReturnResult }

-- The Components are sequences of data elements.
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Invoke ::= SEQUENCE(

invokeID INTEGER,

linked-ID[0] IMPLICIT INTEGER, OPTIONAL,

operation code OPERATION,

parameter ANY DEFINED BY operation code OPTIONAL }
-- ANY is filled by the single ASN.1 data type

-- following the key word ARGUMENT in the type

-- definition of a particular operation.

ReturnResult ::= SEQUENCE]

invokeID INTEGER,
SEQUENCE{ operation code OPERATION,
parameters ANY DEFINED BY operation code
-- ANY is filled by the single ASN.1 data
-- type following the key word RESULT in
-- the type definition of a particular operation
JOPTIONAL }

ReturnError ::= 'SEQUENCE{

invokeID INTEGER

error code ERROR,

parameter ANY DEFINED BY error code OPTIONAL }
-- ANY is filled by the single ASN.1 data type

-- following the key word PARAMETER in the type

-- definition of a particular error.

Reject ::= SEQUENCE{

OPERATIONS.

-- permitted.

OPERATION MACRO ::=
BEGIN

TYPE NOTATION ::=
VALUE NOTATION ::=

Parameter ::=
Result ::=
ResultType ::=
Errors::=

LinkedOperations ::=

invokeID CHOICE { INTEGER NULL }
problem CHOICE{
[0} IMPLICIT GeneralProblem,
[1] IMPLICIT InvokeProblem
[2] IMPLICIT ReturnResultProblem,
[3] IMPLICIT ReturnErrorProblem }}

- Operations are specified with the OPERATION MACRO. When an operation -
- is specified, the valid parameter set, results, and errors for that
- operation are indicated. Default values and optional parameters are

Parameter Result Errors Linked Operations

value(VALUE CHOICE]
localValue INTEGER,
globalValue OBJECT IDENTIFIER })

“PARAMETER” NamedTyped | empty
“RESULT”ResultType | empty

NamedType | empty

“ERRORS” “{”ErrorNames“}” | empty
“LINKED” “{”’LinkedOperationNames“}” | empty

Fascicle VI.9 — Rec. Q.773

57



ErrorNames ::=
ErrorList ::=

Error ::=

LinkedOperationNames ::

OperationList ::=

Operation ::=

NamedType ::=

END
— — ERRORS

ErrorList | empty
Error | ErrorList“,” Error

value (ERROR) -- shall reference an error value
| type -- shall reference an error type if no error value is specified

OperationList | empty
Operation | OperationList“,”Operation

value (OPERATION) -- shall reference an opération value
| type -- shall reference an operation type if no operation value is
-- specified

identifier type | type

— — Errors are specified with the ERROR MACRO. When an error is
— — specified, the valid parameters for that error are indicated.
— — Default values and optional parameters are permitted.

ERROR MACRO :=
BEGIN
TYPE NOTATION ::=

VALUE NOTATION ::=

Parameter ::=
NamedType ::=
END

— — PROBLEMS.

GeneralProblem ::=

InvokeProblem ::=

ReturnResultProblem ::=

ReturnErrorProblem ::=

END

Parameter

value (VALUE CHOICE{
localValue INTEGER,
globalValue OBJECT IDENTIFIER })

“PARAMETER” NamedType | empty

identifier type | type

INTEGER{ unrecognizedComponent (0),
mistypedComponent (1),
badlyStructuredComponent (2)}

INTEGER{ duplicateInvokeID (0),
unrecognizedOperation (1),
mistyped Parameter (2),
resourceLimitation (3),
initiatingRelease (4),
unrecognizedLinkedID (5),
linkedResponseUnexpected (6),
unexpectedLinkedOperation (7) }

INTEGER{ unrecognizedInvokeID (0),
returnResultUnexpected (1),
mistypedParameter (2) }

INTEGER{ unrecognizedInvokeID (0),
returnErrorUnexpected (1),
unrecognizedError (2),
unexpectedError (3),
mistypedParameter (4) }
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APPENDIX 1

(to Recommendation Q.773)

Formats and encoding for the Unidirectional message
L1 Introduction
This Appendix provides the formats and encoding for the additional message type: Unidirectional.

1.2 Structure of the Transaction Portion

Table 1-1/Q.773 relates to § 5.1. It shows the Transaction Portion fields for this message type.

TABLE 1-1/Q.773

Transaction Portion fields — Unidirectional message type

Element Form Fields of Transaction Portion Mandatory Indication

Constructor Message Type tag Mandatory
Total message length @

Constructor Component Portion tag Mandatory P
Component Portion length

Constructor One or more Components Optional
(Not a part of Transaction Portion) (Described in § 6)

3 See Note @ to Figure 8/Q.773.

 The Component Portion Tag is not required if there are no Component being sent in the message.

1.3 Message type tag

Table I2/Q 773 relates to §5.2. It shows the coding of the Message Type tag. Note that the tag value

included here is marked reserved in Table 8/Q.773.

TABLE 1-2/Q.773

Coding of Message type tag

Message Type H G F E D C B A

Unidirectional 0 1 1 0 0 0 0 1
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1.4 Transaction IDs

Table 1-3/Q.773 shows the usage of Transaction IDs in the Unidirectional message type. No Transaction
IDs are present.

TABLE 1-3/Q.773

Transaction ID(s) in each message type

Message Type Originating 1D Destination ID

Unidirectional No No

L5 Component Portion

The Component Portion in Unidirectional messages is as specified in § 6.

1.6 Specification of the Unidirectional message in ASN

— — The ASN specification of the Unidirectional message (in
— — conjunction with Annex A) is provided here. The following
— — line should be added to the CHOICE of Message Type:
unidirectional ::= [APPLICATION 1] IMPLICIT Uni

— — The structure of the Unidirectional Message Type is:
Uni ::= ComponentPortion

Recommendation Q.774

TRANSACTION CAPABILITIES PROCEDURES

1 Introduction

Transaction capabilities (TC) allows TC users to exchange components via transaction capabilities
application part (TCAP) messages. Procedures described in this section specify the rules governing the information
content and the exchange of TCAP messages between TC users.

1.1 Basic guideline

To maximize flexibility in service architecture and implementation style, TCAP procedures restrict
themselves to supporting the exchange of components between TC users. Application specific (TC user)
procedures are not part of TCAP.

When the selection of a parameter value associated with a primitive that is required by a lower layer
(sub-layer) is not relevant to that layer (sub-layer), the value is simply passed down through the primitive
interface. The same assumption applies to the parameters received from a lower layer through the primitive
interface which are not required for TCAP functions.

.

1.2 Overview
Section 2 describes addressing rules for TC messages. Section 3 describes transaction capabilities based on

a connectionless network service. Section 4 describes transaction capabilities based on a connection oriented
network service.
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2 Addressing

In a Signalling System No. 7 environment using a connectionless network service, TC messages will use
any of the addressing options afforded by the signalling connection control part (SCCP). Assignment and use of
global titles may be network and/or application specific.

Addressing options available for the intermediate service part (ISP) are for further study. Addressing
options when other network providers are used are for further study.

3 Transaction capabilities based on a connectionless network service

3.1 Sub-layering in TCAP

TCAP procedure is divided into component sub-layer procedure and transaction sub-layer procedure. The
component sub-layer procedure provides a TC user with the capability of invoking remote operations and
receiving replies. The component sub-layer also receives dialogue control information from a TC user, and, in
turn, uses transaction sub-layer capabilities for transaction control.

The component sub-layer provides two kinds of procedures:

— dialogue handling;

— component handling.

32 C.omponentvsub-layer procedures

3.21 Normal procedure
3.2.1.1 Component handling procedure

3.2.1.1.1  Mapping of TC component handling service primitives to component types

Recommendation Q.771 describes the services provided by the component sub-layer by defining the service
interface between the TC user and the component sub-layer and the interface between the component sub-layer
and the transaction sub-layer. Component handling procedures map component handling service primitives onto
components, which constitute the protocol data units (PDUs) of the component sub-layer. A mapping of these
primitives to component sub-layer PDUs is indicated in Table 1/Q.774.

3.2.1.1.2 Management of component IDs

Component IDs are assigned by the invoking end at operation invocation time. A TC-user need not wait
for one operation to complete before invoking another. At any point in time, a TC-user may have any number of
operations in progress at a remote end (although the latter may reject an invoke component for lack of resources).

Each component ID value is associated with an operation invocation and its corresponding component
state machine. Management of this component ID state machine takes place only at the end which invokes the
operation. The other end reflects this component ID in its relies to the operation invocation, and does not manage
a state machine for this connection ID. Note that both ends may invoke operations in a full-duplex manner: each
end manages state machines for the operations it has invoked, and is free to allocate component IDs
independently of the other.

A component ID value may be reallocated when the corresponding state machine returns to idle. However,
immediate reallocation could result in difficulties when certain abnormal situations arise. A released ID value
(when the state machine returns of idle) should therefore not be real-located immediately; the way this is done is
implementation-dependent, and thus is not described in this Recommendation.

Component states and state transitions are described in § 3.2.1.1.3.
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TABLE 1/Q.774

Mapping of TC component handling service primitives to

components

Service Primitive Abbreviation Component Type
TC-INVOKE ' INV INVOKE (Note 1)
TC-RESULT RR-L Return Result (Last) (Note 1)
TC-U-ERROR RE Return Error (Note 1)
TC-U-REJECT RJ | Reject (Note 1) ’
TC-R-REJECT RJ Reject (Note 1)
TC-L-REJECT (Note 2)
TC-RESULT-NL RR-NL Return Result (Not Last)
TC-L-CANCEL (Note 3)
TC-U-CANCEL (Note 3)

Note 1 — X.219 and X.229 Compatible.
Note 2 — Treatment of this primitive is described in § 3.2.2.2.

Note 3 — There is no component type associated with this -primitive since the effect is purely local.

3.2.1.1.3  Operation classes

TABLE 2/Q.774

Operation Classes

Operation Class Description
1 Reporting success or failure
2 Reporting failure only
3 Reporting success only
4 Outcome not reported
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A different type of state machine is defined for each class of operation, the state transitions of which are
represented by Figures 1/Q.774 to 4/Q.774. These state machines are described here from a protocol point of view
(sent/received components), whereas they are described in Recommendation Q.771 from a service (primitives)
point of view.

The states of each component state machine are defined as follows:

Idle:The component ID value is not assigned to any pending operation.

Operation Sent: The component ID value is assigned to an operation which has not been completed
or rejected.

Wait for Reject: When a component indicating the completion of an operation is received, the
receiving TC-user may reject this result. The Wait for Reject State is introduced so that the component
ID is retained for some time, thereby making the rejection possible.

State transitions are triggered by:

a primitive received from the TC-user, causing a component to be built, and eventually sent;

receipt of a component from the peer entity;

a number of situations indicated on Figures 1/Q.774 to 4/Q.774, corresponding to the following
situations:

Cancel: A timer is associated with an operation invocation. This invocation timer is started when the
invoke component is passed to the transaction sub-layer. The TC-INVOKE request primitive indicates

‘a timer value. A cancel situation occurs when the invoking TC-user decides to cancel the operation

(TC-U-CANCEL request primitive) before either the final result (if any) is received, or a timeout
situation occurs. On receipt of a TC-U-CANCEL request, the component sub-layer stops the timer;
any further replies will not be delivered to the TC-user, and TCAP will react according to abnormal
situations as described in § 3.2.2.2.

End situation: When an End or Abort message is recelved or when prearranged end is used, TCAP
returns any pending operations to Idle. ,

Invocation timeout: A timeout situation occurs when the timer associated with an operation invoca-
tion expires: the state machine returns to idle, with notification to the TC-user by means of a
TC-L-CANCEL indication (in the case of a class 1, 2 or 3 operation). This notification indicates an
abnormal situation for a class 1 operation, or gives the definite outcome of a class 2 or 3 operation
for which no result has been received (normal situation).

Reject timeout: A Reject timeout situation occurs when the timer associated with the Wait for Reject
state expires. If this occurs, the component sub-layer assumes that the TC-user has accepted the
component.

In the diagrams that follow, components contain either single ID values, or ordered pairs of IDs
(i, y), where i is the invoke ID and y is the linked ID. The state diagrams are modeled for a single
operation invocation with ID i. The value of y is not relevant to the ID i. A linked invoke operation
can only be accepted if the linked to state machine is in the Operation Sent state.

Components can be received “well-formed” or “malformed”. The diagrams show where this is
significant. If it does matter whether the component is received “well-formed” or “malformed” then
the diagram indicates “receive” only.

Class 1 operations report failure or success. A rejection in the case of a protocol error may also occur.
Upon invoking a class 1 operation, the invoking end will keep the ID i active until a “last” reply is received and
can no longer be rejected. An ID may be released locally, at the option of the TC-user. This is indicated in
Figure 1/Q.774.
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Class 1

Reject timeout
OR

User reject
OR

End situation

malformed|RR-L (i)
[Note 1}

Receive |RR-NL(i)
RE(i)

OR
Receive [RJ(i) NV (i)
Send !
Wait for OR o LNV(': y)

Reject Cancel
OR

Invocation timeout:
[Note 2]

OR
End situation

Receive [RR-L(i)
well-formed [ RE(i)

Operation Sent
" [Note 3]

T1113729-88
Receive well-formed [RR-NL(i)

Note 1 — In these situations, the TC-user is informed and the transition occurs when the sending of the reject.
is initiated.
Note 2 — These are abnormal situations.

Note 3 — When an INV(x, i) is received, the existence of the state machine i is checked to ensure it is in the
Operation Sent state, but there is no impact on the state machine.

FIGURE 1/Q.774

Operation class 1
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Class 2 operations report failure only. A rejection in the case of a protocol error may also occur. Upon
invoking a class 2 operation, the invoking end will keep the ID i active until a reply has been received and can no
longer be rejected or until a timeout! cancel or end situation occurs. This is indicated in Figure 2/Q.774.

Class 2

Reject timeout
OR

User reject
OR

End situation

. RR-L(i)
Receive ]:RR-NL(i)

[Note 1]
OR
Receive

malformed [RE(i)
[Note 2]

OR
Receive [RJ(i)

OR
Cancel

OR
Invocation timeout-

OR

End situation

Wait for .
" INV (i)
reject Send [INV(i, v)

Receive [RE(i)
well-formed

Operation Sent
[Note 3]

TL13731-83

Note 1 — These are abnormal situations.

Note 2 — In these situations, the TC-user is informed and the transition occurs when the sending of the reject
is initiated.

Note 3' — When an INV(x, i) is received, the existence of the state machine i is checked to ensure it is in the
Operation Sent state, but there is no impact on the state machine. ’

FIGURE 2/Q.774

Operation class 2

D A timeout for a class 2 operation is a “normal” situation.
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Class 3 operations report success only. A rejection in the case of a protocol error may ‘also occur. Upon
invoking a class 3 operation, the invoking end will keep the ID i active until a reply has been received and can no
longer be rejected or until a timeout? cancel or end situation occurs. This is indicated in Figure 3/Q.774.

Class 3

Reject timeout
OR

User reject
OR

End situation

Receive
malformed [RR-NL(i)
[Note 1] RR-L(i)

OR
Receive [RE(i)
[Note 2]

OR
Receive [RJ(i}

OR

Cancel

OR
Invocation timeout

OR
End situation

Wait for .
reject Send IImw:) v)

Receive RR-NL. (i)
well-formed

Operation Sent
[Note 3]

T1113730-88
Receive well-formed [RR-NL (i)

Note 1 — In these situations, the TC-user is informed and the transition occurs when the sending of the reject
is initiated.
Note 2 — These are abnormal situations.

Note 3 — When an INV(x, i) is received, the existence of the state machine i is checked to ensure it is in the
Operation Sent state, but there is no impact on the state machine.

FIGURE 3/Q.774

Operation class 3

2 A timeout for a class 3 operation is a “normal” situation.
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Class 4 operations do not report their outcome. A rejection in the case of a protocol error may also occur.
Upon invoking a class 4 operation, the invoking end will keep the ID i active until a reject has been received or
until a timeout? cancel or end situation occurs. This is indicated in Figure 4/Q.774.

Class 4

I:RR-L(i)
Receive |RR-NL (i)
RE(i)
[Note 1]
OR
Receive [RJ(i)
OR
Cancel
OR
Invocation timeout
OR
End situation

INV(i)
INV(i, y)

Send [

Operation Sent
[Note 2]

T1113751-88

Note 1 — These are abnormal situations. v ‘ ‘
Note 2 — When an INV(x, i) is received, the existence of the state machine i is checked to ensure it is in the
Qperation Sent state, but there is no impact on the state machine.

FIGURE 4/Q.774

Operation class 4

3) A timeout for a class 4 operation is a “normal” situation.
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3.2.1.2 Sample component flows

Some sample component flows that are compatible with Recommendation X.229 (Remote operations) are
indicated in Figure 5/Q.774. The flows show cases of valid component sequences correlated to an invoked

operation.

Invoke (i} or Inv (i, x)

Return Result-L (i)
OR
Return Error (i)

Invoke (i) or Inv (i, x)
, Return Result-L (i)

OR

Return Error (i)

OR

Reject (i)

(a)
Invoke (i)

Reject (i)

(b)

Invoke (i} or Inv (i, x)

Invoke {y, i) *

Invoke (z, i) *

Invoke (x, i) *

Return Result-L (i)

fc

(a) [ THI3760-88

* No change to the component state machine of the original Invoke.

FIGURE 5/Q.774

X.229 compatible component flows

Figure 6/Q.774 depics that, as an extension to Recommendations X.219 and X.229, TCAP permits multiple
return results to respond to the same Invoke operation for the purpose of segmenting a result over a

connectionless network service.

Invoke (i, x} OR Inone (i)

‘Return Result-NL (i)

Return Result-NL (i)

Return Result-L (i)

d

T1113770-88

FIGURE 6/Q.774

Segmented result
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3.2.1.3 Dialogue control via TC primitives

The TC-UNI, TC-BEGIN, TC-CONTINUE and TC-END request primitives are used by a TC-user to
control the transfer of components. Components in a message are delivered to the remote TC-user in the same
order in which they are received by the originating component sub-layer from the local TC-user. The corre-
sponding indication primitives are employed by the component sub-layer to inform the TC-user at the receiving
end of the state of the dialogue.

A TC-user employs a dialogue control request primitive to trigger transmission of all previously passed
components with the same dialogue identifier. A component sub-layer dialogue control primitive in turn triggers a

corresponding service request to the transaction sub-layer, the sub-layer where the transaction control service is
provided. A mapping of TC to TR transaction control primitives is provided in Table 3/Q.774.

TABLE 3/Q.774

Mapping of TC Dialogue Handling Service Primitives to TR Primitives

TC Primitive

TR Primitive

TC-UNI
TC-BEGIN
TC-CONTINUE
TC-END
TC-U-ABORT

TR-UNI
TR-BEGIN
TR-CONTINUE
TR-END
TR-U-ABORT
TR-P-ABORT

TC-P-ABORT

Dialogue begin

A TC-BEGIN request primitive results in a TR-BEGIN request primitive, which begins a transaction, and
transmits any (0 or more) components passed on the interface with the same dialogue ID.

At the destination end, a TR-BEGIN indication primitive is received by the component sub-layer. It causes
a TC-BEGIN indication primitive starting a dialogue to be delivered to the TC-user, followed by component
handling primitives associated with each of the components received (if any).

Dialogue continuation

A TC-CONTINUE request primitive results in a TR-CONTINUE request primitive which transmits any
components passed on the interface with the same dialogue ID. If reject components (see § 3.2.2.2) have been built
by the component sub-layer for this dialogue, they are also transmitted.

At the destination end, a TR-CONTINUE indication received by the component sub:-layer causes a

TC-CONTINUE to be delivered to the TC-user, followed by component handling primitives assoc1ated with each
of the components received. :
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Dialogue end

In the case of basic end of a dialogue, any components passed on the interface plus any reject components
built by the component sub-layer for this dialogue are passed for transmission to the transaction sub-layer in a
TR-END request primitive, then the dialogue is ended.

At the destination end, a dialogue ends when each component (if any) accompanying the TR-END
indication primitive have been delivered to the TC-user by an appropriate component handling primitive
following the TC-END indication.

The component sub-layer does not check, when a TC-user requests the end of a dialogue, that all the
component state machines associated with this dialogue have returned to Idle. Similarly, no check is made by the
component sub-layer that all the state machines associated with a dialogue have returned to Idle when it has
delivered the components accompanying a TR-END indication primitive. In an end situation, any non-idle-state
machine is returned to Idle when the TR-END request primitive is passed to the transaction sub-layer (at the
originating side), or when all accompanying components have been delivered to the TC-user at the destination
side; any components pending transmission are discarded.

Prearranged end and TC-user abort of a dialogue do not trigger transmission of pending components. All
state machines associated with the dialogue are returned to idle, and the components are discarded.

3.2.2  Abnormal procedures

3.2.2.1 Dialogue control

Any abnormal situation detected by the component sub-layer results in the rejection of a component, and
in notification to the local TC-user. The component sub-layer never decides to abort a dialogue. Abort of a
dialogue is always the reflection of a decision by:

— the transaction sub-layer to abort the underlying transaction. The component sub-layer idles the
operation state machines of the dialogue, discards any pending component, and passes an abort
indication to the TC-users (TC-P-ABORT indication primitive);

— the TC-user to abort the dialogue. At the originating side, a TC-U-ABORT request is received from
the TC-user: active component state machines for this dialogue are idled, and a TR-U-ABORT request
is passed to the transaction sub-layer. At the destination side, a corresponding TR-U-ABORT
indication is received from the transaction sub-layer, any active component state machines for the
dialogue are idled, and a TC-U-ABORT indication is passed to the TC-user;

In both cases, accompanying information (P-Abort cause, or user-provided information) passes transpar-
ently through the component sub-layer.

Handling of the notification of abnormal situations which cannot be related to a particular dialogue is for
further study.

3.2.2.2 Abnormal procedures relating to operations

The following abnormal situations are considered:
— no reaction to class 1 operation invocation (see § 3.2.1.1.3);

— receipt of a malformed component: the component type and/or the Invoke ID cannot be recognized
(i.e. the state machine cannot be identified);

— receipt of a well-formed component in violation of authorized state transitions.
The actions taken by the component sub-layer to report component portion errors are shown in
Table 4/Q.774. The following considerations have guided the choices indicated in this Table:

— When a protocol error has been detected by the local TC-user, this TC-user is not subsequently
advised via the TC-Reject (as indicated in Table 4/Q.774) since it is already aware of the protocol
error.

— In other cases (reject by component sub-layer), the local TC-user is always advised so that it can issue
a dialogue control primitive (see the reject mechanism described below).
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— When a component is rejected, the associated state machine returns to Idle.

— The reject mechanism applies whenever possible: even if the Invoke ID is not assigned or not
recognized (i.e. no state machine can be identified), the reject mechanism should be initiated. The only
case where rejection is purely local is when the component to be rejected is itself a reject component.

Protocol errors in the component portion of a TCAP message are reported using the Reject component.
The Reject component is sent in response to an incorrect component other than Reject.

When an invoke ID is available in a component to be Rejected, this ID is reflected in the Reject

component.

TABLE 4/Q.774

Action Taken on Protocol Errors in Component Portion

Local Remote
Component Type Type of error Local Component State Local user Component Remote user
received P action Machine advised state machine advised
Syntax error Init. Inv: NA Yes ¥ Return Yes
| Reject Link: to Idle
| No change
INVOKE
| | Linked ID Init. Inv: NA Yes ¥ Inv: Yes
unassigned Reject Link: NA Return to
Idle
Syntax error ! Init. Return Yes NA Yes
{ RETURN_RESULT Reject to Idle
(L/NL)
or Invoke ID | Init. NA Yes @ NA Yes
RETURN_ERROR unassigned Reject
RETURN_RESULT | Operation Init. Return Yes ? NA Yes
(L/NL) Class 2/4 Reject to Idle
RETURN_ERROR | Operation Init. Return to Idle Yes @ NA Yes
] Class 3/4 Reject
| REJECT Syntax Error Local Return to NAY Yes NA No
Reject
Invoke ID Init. No Change Yes 2 Return to Yes
derivable - Reject (NA) Idle
UNKNOWN
Invoke ID | 1Init. (NA) Yes ¥ NA Yes
non derivable Reject

NA: Not applicable.

¥ This is to alert the TC User so it can issue a dialogue control primitive to send the Reject component formulated by the
‘Component Sub-Layer.

® If Invoke ID present, and Invoke Problem, return Component State machine to idle.
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Component type abbreviations are identified in Table 1/Q.774.

In the case of multiple components within a message, when a malformed component is detected by the
component sub-layer, subsequent components in the message are discarded.

Rejection of any portion of a segmented result shall be equivalent to rejecting the entire result.

The associated state machine is returned to idle. Subsequent portions of the same segmented result shall
also be rejected on the basis of no active state machine.

The reject mechanism: when the component sub-layer detects a situation where (non-local) reject should be
initiated (as per Table 4/Q.774), it builds a reject component, stores it, and informs the local TC-user by means of
TC-L-REJECT indication primitive. The TC-user may decide:

a) to continue the dialogue, or
b) to end the dialogue using the basic scenario, or

¢) to abort the dialogue.

In cases a) and b), the first dialogue handling primitive (TC-CONTINUE request or TC-END request
respectively) issued by the TC-user triggers transmission of the stored reject component(s) built for this dialogue
by the component sub-layer. The remote component sub-layer receives the reject component(s) built for this
dialogue, idles the corresponding component state machine(s) if possible (as per Table 4/Q.774) and informs the
TC-user of the (remote) rejection via TC-R-REJECT information primitive(s).

If the component sub-layer generated reject combined with accumulated components from the TC-user
exceeds the message length limitations, then the TC-user, being aware of the reject component, must initiate two
dialogue handling primitives. The component sub-layer, also being aware of the length problem, will send all the
components, except the reject, with the first primitive. The reject will be sent with the next dialogue handling
primitive together with any further components provided by the TC-user.

33 Transaction sub-layer procedures

3.3.1 General

The transaction sub-layer provides for an association between its users (TR-users). This association is
called a transaction.

The transaction sub-layer procedure associates each TCAP message and, therefore, all the contained
components with a particular transaction.

The transaction sub-layer processes the transaction portion (message type and transaction ID) of a TCAP
message. Transaction IDs identify a transaction. Each end assigns a local transaction identification; logal
transaction IDs are exchanged in the transaction portion of messages as indicated in Q.773.

The component portion of a TCAP message is passed between the component sub-layer and the
transaction sub-layer as user data in the transaction sub-layer primitives.

3.3.2  Mapping of TR service primitives to message types

Recommendation Q.771 describes the services performed by the transaction sub-layer by defining the.
service interface between the TR user and the transaction sub-layer and the transaction sub-layer and the SCCP.
Similarly, state transition diagrams appear in Recommendation Q.771 based on service primitives. In this section,
a message based description of the protocol is provided. A mapping of TR-primitives to transaction sub-layer
protocol data units is indicated in Table 5/Q.774.

P
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TABLE 5/Q.774

Mapping of TR Service Primitives to Messages

Service Primitive Message Type

TR-UNI Unidirectional
TR-P-ABORT Abort
TR-BEGIN Begin
TR-CONTINUE Continue
TR-U-ABORT Abort
TR-END End

333 Normal procedures

3.3.3.1 Message transfer without establishing a transaction

3.3.3.1.1  Actions of the sending end

The TR-UNI request primitive is used when a TR-user sends a message to another TR-user but does not
need to enter into a transaction. A unidirectional message, which does not have a transaction ID, is used in this
case.

3.3.3.1.2  Actions of the receiving end

The receipt of a unidirectional message causes a TR-UNI indication primitive to be passed to the TR-user.
No further action is taken by the transaction sub-layer.

3332 Message transfer within a transaction

3.33.2.1 Transaction begin

In the following discussion, the sending node of the first TCAP message is labelled node “A”, and the
receiving node is labelled node “B”.

3.3.3.2.1.1  Actions of the initiating end

The TR-user at node “A” ‘initiates a transaction by using a TR-BEGIN request primitive, which causes a
begin message to be sent from node “A” to node “B”.

The begin message contains an originating transaction ID. This transaction ID value, when included in
any future message from node “A” as the originating transaction ID or in a message to node “A” as the
destination transaction ID, identifies the transaction to node “A”.

Once the transaction sub-layer at node “A” has sent a begin message it cannot send another message to the
transaction sub-layer at node “B” for the same transaction until it receives a continue message from node “B” for
this transaction. '
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3.3.3.2.1.2  Actions of the receiving end

The receipt of a Begin message causes a TR-BEGIN indication primitive to be passed to the TR-user at
node “B”. In response to a TR-BEGIN indication primitive, the TR-user at node “B” decides whether or not to
establish a transaction. If the TR-user does want to establish a transaction, it passes a TR-CONTINUE request
primitive to the transaction sub-layer; otherwise, it terminates the transaction (see § 3.3.3.2.3). These conditions are
defined by the TR-user.

The Begin message contains only an originating transaction ID. If, after receiving a Begin message with a
given originating transaction ID, the transaction sub-layer receives another Begin message with the same
originating transaction ID, the transaction sub-layer does not consider this as an abnormal situation: a second
transaction is initiated at node “B”.

3.3.3.2.2 Transaction continuation

A Continue message is sent from one node to another when a TR-CONTINUE request primitive is passed
from the TR-user to the transaction sub-layer at the sending node.

A Continue message includes the destination transaction ID which is identical to the originating
transaction ID received in messages from the peer node. Each node assigns its own originating transaction ID at
transaction initiation time. The transaction IDs remain constant for the life of the transaction.

A Continue message includes both an originating transaction ID and a destination transaction ID. The
originating transaction ID, in successive continue messages is not examined.

Receipt of a Continue message causes a TR-CONTINUE indication primitive to be passed to the
destination TR-user.

Once the user at node “B” has responded with a TR-CONTINUE request primitive to establish a
transaction, all subsequent interactions at either end between the TR-user and the transaction sub-layer are via
TR-CONTINUE primitives until the transaction is to be terminated. In message terms, once a Continue message
is sent from node “B”, all subsequent messages shall be Continue messages until the transaction is to be
terminated.

3.3.3.2.3  Transaction termination

The basic method: A TR-user at either end may terminate a transaction by passing a TR-END request
primitive (indicating basic end) to the transaction sub-layer. An end message is sent to the peer entity which, in
turn, passes a TR-END indication promitive to its TR-user. The end message contains a destination transac-
tion ID.

The pre-arranged method: This method implies that the peer entities know a priori — at a given point in
the application script — that the transaction will be released. In this case, the TR-user passes a TR-END request
primitive (indicating pre-arranged end) to its transaction sub-layer, and no End message is sent.

3.3.3.2.4 Abort by the TR-user

When a TR-user wants to abort a transaction, it passes a TR-U-ABORT request primitive to the
transaction sub-layer, which sends an abort message with user-provided (cause and diagnostic) information.

At the receiving side, the transaction sub-layer receiving an Abort message containing user-provided
information passes this information without analyzing it to the TR-user in a TR-U-ABORT indication primitive.
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3.3.3.25

Example of message exchange : )

Figure 7/Q.774 depicts an example of exchanges of TCAP messages between two TR-users.

3.33.2.6

334

A B

BEG|
NfoTIp<,,
'— DT\D =x)
. \D =Y,
CONTINVE (T

T1106500-87

FIGURE 7/Q.774

A simple example of exchange of TCAP messages

Transaction state transition diagrams

A state machine is associated with a transaction at each end of this transaction. Four transaction states are
introduced:

Idle: no state machine exists;

Init Sent (IS): a Begin message has been sent; an indication from the peer entity whether the
transaction has been established or not is awaited;

Init Received (IR): a Begin message has been received; a request from the TR-user either to continue
the transaction, or to terminate it, is awaited;

Active: the transaction is established: continue messages can be exchanged in both directions
simultaneously. )

Figure 8/Q.774 shows the transaction state transition diagram.

Abnormal procedures relating to transaction control

The following abnormal situations are covered by the transaction sub-layer:

1)
2)
3)

4

no reaction to transaction initiation;
receipt of an indication of abnormal situation from the underlying layer;

receipt of a message with an unassigned or non-derivable destination transaction ID (non-derivable
means that the information is not found or not recognized): the message cannot be associated with a
transaction;

receipt of a message with a recognized destination transaction ID: the message can be associated with
a transaction, but the message type is not compatible with the transaction state.
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IDLE

Begin
sent

Begin
received

l.ocal decision Local decision
or End received or End sent
or Abort received | or Abort sent

Local decision
or End sent/received
or Abort sent/received

Continue
sent

Continue
received

ACTIVE

T1113789-38

Continue
sent/received

Local decision: 1) Prearranged end, 2) See § 3.3.4.

FIGURE 8/Q.774

Transaction state transition diagram

Case 1 is covered by a local, implementation-dependent, mechanism which results in aborting the
transaction locally, as described below.

Case 2 is for further study.

When a transaction portion error is found (cases 3 and 4 above), the transaction sub-layer should take the
following actions.

The status of the originating transaction ID should be checked. Actions are the following:

1)

2)

If the originating transaction ID is not derivable, the local end (which received the message) discards

the message and does not take any other action; e.g. it does not send an abort message or terminate
the transaction; or,

If the originating transaction ID is derivable, the following actions are taken:

i)

ii)

iii)

The transaction sub-layer should form an abort message with an appropriate P-Abort cause and
transmit it to the originating end. The originating end will then take the appropnate action to
terminate the transaction if the originating transaction ID is assigned.

If the destination transaction ID is not derivable or derivable but not assigned, the transaction
sub-layer takes no action to terminate the transaction at its end.

If the destination transaction ID is derivable and assigned:
a) the transaction sub-layer terminates the transaction at its end, i.e. return to idle;

b) the transaction sub-layer informs the component sub-layer of the abort of the transaction via
the transaction sub-layer abort; and

c) the component sub-layer should:
— release all component IDs associated with this transaction,
— discard any pending components for that transaction,

— inform the TC-user of the transaction abort.

Finally, regardless of the disposition of the transactlon IDs, the entire erroneous TCAP message should be

discarded.

76

Fascicle V1.9 — Rec. Q.774



TABLE 6/Q.774

Actions when an Abnormal Transaction Portion is Received

Local End (detects pr'otoco] error) Remote End
Message Type Origin. Tr. Destin. Tr. . Transaction Local User | Transaction .
Received 1d. Id. Action State Mach. Advised State Mach. User Advised
UNIDIREC- - - Discard -9 No -9 No
TIONAL
not der. - Discard NA No NA No
BEGIN
der. - Abort NA No Ret to Idle ® Yes @
not der. - Discard NA No NA No
der. not der Abort NA No Ret to Idle @ Yes @
CONTINUE unass.
der. ass. Abort Ret to Idle Yes Ret to Idle @ Yes?
- not der Discard NA No NA No
unass.
END/ABORT
— ass. Discard Ret to Idle Yes NA No
not der - Discard NA No NA No
der. not der Abort NA No Ret to Idle ® Yes @
UNKNOWN unass.
der. ass. Abort Ret to Idle Yes Ret to Idle @ Yes

NA: Transition to the Idle state is Not Applicable ?.

not der.: not derivable.

der.: derivable.

ass.: derivable and assigned.

unass.: derivable but unassigned.

® If the Transaction ID is assigned at this end, otherwise the state transition is not applicable, and the user is not informed.

 The expression NA is used in those cases where the normal procedure of Return to Idle at both ends following the
appearance of an abnormal situation is Not Applicable because it is impossible to identify the Transaction ID(s) and therefore
to relate the damaged message to a specific transaction at either ends (Local and/or Remote end).

9 The Unidirectional message does not refer to an explicit transaction and therefore it does not affect the Transaction State
Machine.
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When receiving an Abort message, the destination transaction sub-layer does the following:

— if the Abort message contains user-abort information (or no information), inform the TR-user by
means of the TR-U-ABORT indication primitive;

— if the Abort message contains a P-Abort cause information, inform the TR-user by means of the
TR-P-ABORT indication primitive. Notification to the management is for further study;

— in both cases, discard any pending messages for that transaction and return the transaction state
machine to Idle.

4 Transaction capabilities based on a connection oriented network service

For further study.

ANNEX A

‘(to Recommendation Q.774)

Transaction capabilities SDLs

Al General

This Annex contains the description of the transaction capability procedures described in Recommenda-
tion Q.774 by means of SDLs according to the CCITT specification and description language. In order to
facilitate the functional description as well as the understanding of the behaviour of the signalling system, the
transaction capabilities application part (TCAP) is divided into the component sub-layer and the transaction
sub-layer (Figure A-1/Q.774). The component sub-layer again is divided into a component handling block (CHA)
and a dialogue handling block (DHA) (Figure A-2/Q.774).

The SDL is provided according to this functional partitioning which is used only to facilitate under-
standing and is not intended to be adopted in a practical implementation of the TCAP. The functional blocks and
their associated service primitives are shown in Figure A-2/Q.774.

A2 Abbreviations used in the SDL diagrams

CSL  Component sub-layer
L Last component
NL Not last component
SCCP Signalling connection control part
- TC Transaction capabilitieé
TCAP Transaction capabilities application part
TCU  TC-user
TSL  Transaction sub-layer

ISP Intermediate service part
IS Initiation sent state
IR Initiation received state

DHA Dialogue handling
CHA Component handling

RJ Reject

. RE Return error
RR Return result
INV Invoke

ISM Invocation state machine
CCO Component coordinator
UNI Unidirectional
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A3 Drafting conventions

To indicate the direction of each interaction the symbols are used as shown below:

Input from the TC-user . (Tcu-csL)
or
input from the Component Sublayer (CSL— TSL)
. Output to the TC-user {TCU «CSL)
or )
Output to the Component Sublayer {CSL « TSL)
Input from the Transaction Sublayer " (CSL < TSL)
or
Z Input from the remote TCAP via SCCP (TSL « SCCP)
Output to the Transaction Sublayer (CSL.— TSL)
> or
Output to the remote TCAP via SCCP (TSL — SCCP)
< or : > Output symbol for internal event notification
> or _ < 1Input symbol for internal event initiation
T1120540-88
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TC-User

TC-Service Primitives L

o

TCAP Service

R0y, SO ;

TC-User Interface

Services of TCAP

Access Point

.‘Component Sub-Layer
State Machine

Ld

TR-Service HE.
TCAP Primitives  Services of the TR-Sub-Layer
Transaction Sub-Layer
State Machine
Presentation s Presentation Service
evrrrerscnnn, SETVICE AcCESS by T et Interface v
Point =T { Services of the ISP
TC Service Messages in_ | _____ | Intermediate Service |
N-UNITDATA Primitives) o Part (ISP) (Note) 1
Network Service Primitives ‘

Network Service
Access Point

Network Service Interface

Services of the Network

Network Service
(e.g. No. 7 SCCP, X.213)

T1120550-88

Note — ISP is null for TCAP using a signalling system No. 7 connectionless network layer service.

FIGURE A-1/Q.774

Interfaces of the component and transaction sub-layers
. (state machines) and service primitives

Fascicle VI.9 — Rec. Q.774



Dialogue handling Component handling
primitives primitives
A 'y

.

TC-INVOKE (ind, req)
TC-RESULT-L (ind, req)
TC-RESULT-NL (ind, req)

TC User TC-UNI (ind, req) TC-U-ERROR (ind, req)
TC-BEGIN (ind, req) TC-L-CANCEL (ind)
TC-CONTINUE (ind, req) TC-U-CANCEL (req)
TC-END (ind, req) TC-R-REJECT (ind)
TC-U-ABORT (ind, req) TC-L-REJECT (ind)
TC-P-ABORT (ind} TC-U-REJECT (ind, req)
A
DHA Cc;:co ) ISM /
- FIG. A5/ |CHA | FIG. A-6
FIG. A-4/Q.774 Q774 Q774
Component sub-layer
to peer
-———— e — -
INVOKE TR-UNI (ind, req)

RETURN RESULT (LAST)
RETURN RESULT (NOT LAST)
RETURN ERROR

REJECT

TR-BEGIN (ind, req)
TR-CONTINUE (ind, req)
TR-END (ind, req) ~
TR-U-ABORT (ind, req)
TR-P-ABORT (ind)

e e — e — —— e —————— ———————

Transaction sub-layer
to peer

TSL
FIG. A-3/Q.774

UNIDIRECTIONAL
BEGIN

CONTINUE

END

ABORT

Signalling Connection Control
Part ’

CHA Component Handling
DHA Dialogue Handling
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Note — Other Network Service Primitives are for further study (Q.700-Series of Recommendations).
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Overview block diagram of TC
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FIGURE A-2b/Q.774
Overview block diagram of CHA
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FIGURE A-3/Q.774 (Sheet 1 of 6)
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FIGURE A-3/Q.774 (Sheet 2 of 6)
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Note — See Recommendation Q.774, § 3.2.1.3 (prearranged ending).
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Note — Abort codings as in Recommendation Q.773.

FIGURE A-3/Q.774 (Sheet 6 of 6)
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Note I — R OR U-REJECT is determined from problem code value (see Recommendation Q.772).
Note 2 — If “‘general’ problem received, ID may refer to an ISM run by the other end. Therefore, a local ISM is not terminated.
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Recommendation Q.775

GUIDELINES FOR USING TRANSACTION CAPABILITIES

(Melbourne, 1988)

1 Introduction

1.1 General

The purpose of this Recommendation is to provide guidelines to potential users of Transaction Capabili-
ties (TC-users). The examples given are illustrations only; they indicate how an application may use TCAP, not
how TCAP must be used in all cases. The technical basis of this document are Recommendations Q.771 to Q.774;
in case of misalignment, these should be considered as the primary reference.

The main purpose of TCAP is to provide support for interactive applications in a distributed environment.
TCAP is based on Recommendations X.219 and X.229 (ROSE) enhanced as necessary to provide the services
needed by TC-users. Interactions between distributed application entities are modelled by Operations. An
operation is invoked by an (originating) entity: the other (destination) entity attempts to execute the operation and
possibly returns the outcome of this attempt.

The semantics of an operation (represented by its name and parameters) is not relevant to TCAP; TCAP
provides facilities which are independent of any particular operation. The TC-user, when defining an application,
must:

1) select operations;

2) select TCAP facilities to support these operations. Such facilities include the handling of individual

operations, and the ability to have a number of related operations attached to an association between
TC-users, called a dialogue;

3) define the application script.

This Recommendation describes the selection process of defining and using operations. The operations
appearing hereafter are fictitious, and are taken for illustration purposes only. Also described are the facilities
offered by TCAP for handling one or a sequence of operations in a dialogue. The definition of specific sequences
of operations belongs to the application protocol definition and is beyond the scope of this Recommendation;
however, Chapter 4 gives a brief indication of what information an application specification should contain.

TCAP services are made accessible to TC-users via primitives; these primitives model the interface between
TCAP and its users, but do not constrain any implementation of this interface.

1.2 Environment

TCAP defines the end-to-end protocol between TC-users which may be located in a Signalling System
No. 7 network, and/or another network supporting TCAP protocols.

Two broad categories of users have been considered (see Recommendation Q.771, § 1.3.2). Only the first
category is considered here, i.e. those which are real-time sensitive users, and do not need to exchange large
amounts of data. It is considered that for these users, protocols defined for OSI layers 4 to 6 in the X series of
Recommendations would result in excessive overheads and hence are not used. A basic service has been specified,
using a connectionless network service approach. Other categories of users might require connection-oriented
network and higher layer services.

As a result, TCAP cannot support all kinds of applications, and a number of applications will still require
more elaborate services such as specified in the X series of Recommendations. Besides indicating what TCAP can
do, this Recommendation indicates what the connectionless approach cannot do, in order to help the application
designer choose how to support an application.

2 Operations

2.1 Definition
An operation is invoked by an originating TC-user to request a destination TC-user to perform a given
action. ' :

A class is attached to an operation. This indicates whether either a successful outcome (result), or an
unsuccessful outcome (error), or both, or none have to be reported by the destination. The outcome is reported in
a result.
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As well as the class, the definition of the operation includes a timer value indicating when the operation
should be completed. This value is not indicated to the remote TC-user; it is assumed that the application at both
ends has a common understanding of the operations in use.

An operation is defined by:

— its operation code and the type of any parameters associated with the operation request;

— its class; '

— if the class requires report of success, the possible results corresponding to successful executions are
defined by a list of parameters;

— if the class requires report of failure, the possible results corresponding to situations where the
operation could not be executed completely by the remote TC-user. Each such situation is identified
by a specific error cause; the list of these error causes is part of the operation definition. Diagnostic
information can be added to the error cause: if present, it is part of the definition;

— the list of possible linked operations, if replies consisting of linked operations are allowed for this
operation. Linked operations have to be described separately;

— a timer value indicating the interval by which the operation has to be completed. This timer value is
used to manage the component ID associated with the operation invocation.

22 Examples

2.2.1  Simple operations

Note — The operation invocation should fit into one message, and so should a report of unsuccessful
outcome. Reports of success may be segmented using Return Result-Not last and Return Result-Last.

Class 1 (both success and failure reported):

Translate a freephone number into a called subscriber number; return the called number if the translation
can be performed, otherwise indicate why it cannot; time allocated: 2 seconds.

No reply being received when the timer expires indicates an abnormal situation (e.g. the operation
invocation may have been lost): the local TC-user is informed (operation cancel by TCAP).

Class 2 (only failure reported):

Perform a routine test and send a reply only in case something went wrong; time allocated: 1 minute.

In the case of a class 2 operation, the TC-user is informed if no result has been received when the timer
expires. This is interpreted as a successful outcome, even if the invocation was lost This aspect should be
considered when selecting class 2.

Class 3 (only success reported):

Perform a test: this corresponds to a pessimistic view, where failure is considered as the default option, not
requiring any reply.

Timer expiry is indicated to the TC-user: this should be interpreted by the TC-user as a failure of the
operation (but is considered normal by TC, which considers that the operation has terminated). This aspect should
be considered when selecting class 3.

Class 4 (neither success, nor failure reported):

Send a warning, without expecting a reply or acknowledgement of any kind.

In this case, a result never arises from the invocation of the operation. The TC-user relies upon TCAP and
the network to deliver the invocation. Notification of the timer expiry is a local matter.

The diagrams in Figure 1/Q.775 illustrate possible sequences of primitives as seen by the TC-user
originating an operation.
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Class 1

Class 2

TC-INVOKE TC-INVOKE req
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l
J ] ] ]
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ind- ind expiry ind expiry
le ]
[ .
Stop timer > I‘%'L_CAN CEL Stop timer LE'L'CANCEL
L ] L ]
{DLE IDLE
Class 3 Class 4
TC-INVOKE req TC-INVOKE req
Start timer Start timer
[
| |
TC-RESULT-L Timer Timer
ind expiry expiry
Stop timer TC-L-CANCEL
ind
T1120760-88
]
y
IDLE

FIGURE 1/Q.775
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Comparison with ROSE (Recommendation X.219) operation classes

ROSE provides for five classes of operations: classes 2 to 5, called asynchronous classes, are identical to
classes 1 to 4 of TCAP. ROSE’s class 1 is a synchronous class; it has no counterpart in TCAP, where full-duplex
exchanges of components are considered. However, a TC-user can decide to operate in a synchronous manner (see
§ 3.2.1).

222 More sophisticated operations

Operations with segmented results

A successfull result may be divided into several segments, each of which is indicated to the originator of
the operation by one primitive. This facility, using the TC-RESULT-NL primitive, can be used by TC-users to
overcome the absence of segmentation in the underlying layers. The last segment is indicated by the
TC-RESULT-L primitive.

The report of an error cannot be segmented.

Apart from abnormal situations, responses are delivered to the remote TC-user in the order in which they
have been passed to TCAP by the sending TC-user.

TC cannot identify a specific segment in the case of a segmented result.

Example E1: An operation requests the execution of a test. The result of a correct execution is segmented
in three parts P1, P2 and P3 to be returned to the originator. :

A possible primitive sequence for example E1 is given in Table 1/Q.775

TABLE 1/Q.775

TC USER A ‘ " TC USER B

TC-INVOKE req
(Test, Class = 1) TC-INVOKE ind
(Test)
TC-RESULT-NL req
(P1)

TC-RESULT-NL ind ,
(P1) ' TC-RESULT-NL req
(P2)

TC-RESULT-NL ind
(P2) TC-RESULT-L req
) (P3)

TC-RESULT-L ind
(P3)

Time
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The diagram in Figure 2/Q.775 illustrates possible sequences of primitives seen by the originator of an
operation (class 1) with segmented results.

TC-INVOKE req

Start timer
J .
1 [ '
TORESULT-NL TC-RESULT-L TC-U-ERROR Timer
indication indication expiry
L —1 ' e '
|
. : TC-L-CANCEL
Stop timer indication
I : | Tumrioss
IDLE

Note — The time-out value is specified by the originating TC -user at invocation time. A non-final result does not restart it.

FIGURE 2/Q.775

Linked operations

Another extension to the basic operation scheme is the ability to link an operation invocation to another
operation invocation.

Typically, this facility covers situations where the destination of the original (linked-to) operation requires
additional information in order to process this operation: this is the case where menu facilities are used (menu
facilities allow a user to make a sequence of choices, each being dependent on the previous ones).

Example E2: The operation is the execution of a test with several options; before the test is executed, these
options are offered for selection to the test originator (TC-user A). Two operations are nested: operation 1 is the
test; operation 2 is the option selection. TC-user A first responds to operation 2 before TC-user B can perform the
test with the indicated option(s).
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A possible primitive sequence for example E2 is given in Table 2/Q.775.

TABLE 2/Q.775

TC USER A TC USER B
TC-INVOKE req Operation 1 begin
(Test, Class = 1) | TC-INVOKE ind

(Test)
TC-INVOKE req Operation 2 begin

(Option-selection, Class = 1)

TC-INVOKE ind
(Option-selection)
TC-RESULT-L req
(Options) TC-RESULT-L ind Operation 2 end
(Options) °

TC-RESULT-L req

(Test-result)

TC-RESULT-L ind Operation 1 end
(Test-result)

Time

There is no limit to the number of operation invocations which may be linked to a given operation
invocation.

Note that when an operation B is linked to another operation A, they do not have to be nested. The only
condition is that the invocation of B should take place before the outcome of A is reported; however, operation B
does not have to terminate before operation A.

2.3 Component-related facilities offered to TC-users

2.3.1 Invocation

So far, operations have been considered from the static point of view. Invocation introduces a dynamic
aspect: a specific invocation of an operation has to be differentiated from other possible concurrent invocations of
the same or of another operation. o

Each particular activation of an operation is identified by a component ID. This component ID must be
non ambiguous. It is selected by the TC-user which originates the operation invocation, and passed to the
destination TC-user, which will reflect it in its reply(ies): therefore it correlates the replies to an invocation, and
the invocation itself.

The TC-user is free to assign any value to the component ID (index, address, .. .).

The component ID associated with an invocation becomes reusable when the last or only segment of a
result is received, or when certain abnormal situations are indicated by TCAP; however, the value should not be
reallocated immediately for another operation activation, as immediate reallocation would prevent the correct
handling of some situations (see below).
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The period during which a component ID is released, but cannot be reallocated, is called the freezing
period.

As component IDs receive their value dynamically at the time the operation is invoked, their value cannot
appear in the specification of the application protocols; rather, a “logical” value, to which a real value is
substituted at execution time, should be indicated in order to identify an operation in a single flow.

Taking component IDs into consideration, the sequence of primitives for example E2 above becomes as
shown in Table 3/Q.775. ' ’

TABLE 3/Q.775

TC USER A TC USER B

TC-INVOKE req
(1, Test, Class = 1) TC-INVOKE ind
. (1, Test)
TC-INVOKE req
(2, 1, Option-selection, Class = 1)

TC-INVOKE ind

(2, 1, Option-selection)
TC-RESULT-L req

(2, Options) TC-RESULT-L ind
(2, Options)
TC-RESULT-L req
(1, Test-result)

TC-RESULT-L ind
(1, Test-result)

Time

where the first parameter of a primitive indicates an invoke ID. When both parameters have to be present, the
second one is the linked ID. This is a pure notational convention.

2.3.2  Cancel (by the TC-user)

The TC-user requesting invocation of an operation may stop the activity associated with the corresponding
component ID, for any reason it finds appropriate. However, cancel should in principle be reserved for abnormal
situations: the normal method for terminating an operation is to receive a result or to terminate on timer expiry.

Cancelling has local effect only: it does not prevent the remote TC-user from sending replies to a cancelled
operation. When received, these replies will be rejected by TCAP, as illustrated in the following, which represents
a sequence of primitives for the example E1 defined above, where TC-user A cancels the test after receiving the
first segment of the resuit.

In Table 4/Q.775, part P2 is not received by TC-user A: TCAP detects a reject situation before delivering
it, and any attempt by TC-user B to send more replies is rejected at A’s side.
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TABLE 4/Q.775

TC USER A . TC USER B

TC-INVOKE req .
(1, Test, Class = 1) TC-INVOKE ind

(1, Test)
TC-RESULT-NL req
(1, P1)

TC-RESULT-NL ind
(1, P1)

Cancel decision:
TC-CANCEL req TC-RESULT-NL req
) _ 1, P2)

' TC-L-REJECT ind
(1, Problem Code)

Time

2.3.3  Reject (by the TC-user)

A TC-user may decide to reject a component for any reason it finds appropriate, e.g. application protocol
error, parameter missing in an operation or a reply, etc.

TCAP covers a number of cases, identified by the list of Problem Codes in Recommendation Q.773. In
any of these cases, which correspond to situations where an operation or a reply is not correctly formatted, the
TC-user may use the reject facility. Alternately, he may decide to return a failure indication (error component),
which allows more detailed error and diagnostic information.

Reject of an operation invocation, or of a result, affect the whole operation: no more replies will be
accepted for this invocation. Reject of a linked operation does not affect the linked-to operation.

This is illustrated in Table 5/Q.775 where, in example E2, TC-user A did not expect the option selection
process (it may be an optional feature), and rejects the operation with the Problem Code “Unexpected Linked
Operation”. TC-user B may then decide to execute the test assuming a default option.
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TABLE 5/Q.775

TC USER A TC USER B

TC-INVOKE req
(1, Test, Class = 1) TC-INVOKE ind

(1, Test)

TC-INVOKE req

(2, 1, Option-selection, Class = 1)

TC-INVOKE ind

(2, 1, Option-selection)
TC-U-REJECT req

(2, Problem Code)

TC-U-REJECT ind
(2, Problem Code)
TC-RESULT-L req
(1, Test-result)

TC-RESULT-L ind
(1, Test-result)

Time

When an operation invocation is rejected, the TC-user may decide to reinvoke it (e.g. the invoke
component was corrupted); this would be a new invocation (new Invoke ID). It may also decide to abort the
dialogue. A very simple dialogue (a question and a response) may not define any recovery mechamsms, except
when the operation is of critical importance (e.g. a database update).

24 Component-related abnormal situations

2.4.1  Component loss

TCAP assumes a very low probability of message loss in the network; if this probability is too high for an
application, it should use the connection-oriented network service approach. If some protocol information needs
an upgraded quality of service (e.g. charging information), the application should introduce its own mechanisms to
obtain higher reliability for this information.
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Loss of an operation invocation

The Table 6/Q.775 sequence illustrates the case, in example E1, where no response to the test is received
before the time limit expires. ’

TABLE 6/Q.775

TC USER A TC USER B

TC-INVOKE req
(1, Test, Class = 1)

Time limit:
TC-L-CANCEL ind
1)

Time

When a class 1 operation is lost, the TC-user is informed when the timer asociated with the operation
expires. When a class 1 operation with a single result is lost, TCAP cannot indicate whether either the operation
invocation, or the reply, was lost. If the application needs to discriminate between these two cases, it should do it
in the application protocol (e.g. using the time-stamping or acknowledging the operation invocation before
replying to it).

For a class 2 operation, loss will be considered as a success (whether the invocation, or the failure report,
was lost). This, considering the probability of loss, may be acceptable for non critical operations (e.g. statistical
measurements).

For a class 3 operation, loss is treated in the same way as operation failure, whether the invocation, or the
success report, has been lost.

For a class 4 operation, loss will not be visible to TCAP.

Loss of a result
— Loss of a non final result is never detected by TCAP.

— Loss of a final result will eventually be indicated to the TC-user when the time limit is reached, but
cannot always be unambiguously interpreted as the loss of a reply; of no non final result has been
received, it may be that the invocation was lost.

Loss of a linked operation

The loss of a linked operation has the same effect as the loss of a non-linked operation. It has no effect on
the linked-to operation.

Loss of a reject component -

This case should be extremely infrequent, and no application should try to recover from such a situation.
If the lost reject concerns an operation invocation, then when the operation timed out the TC-user which invoked
the operation will consider that the invocation (or the reply) was lost, and react accordingly; if it concerns a reply,
the originator of the reply will consider that it was correct: it will be up to the originator of the operation to
detect the loss.

242  Component duplication

As message duplication is very infrequent in the Signalling System No. 7 network, scripts for No. 7
applications need not define sophisticated scenarios in anticipation of such situations. However, any application
in which duplication would be unacceptable should either define its own duplication detection mechanism or use a
connection-oriented service.
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Duplicate operation invocation

When an operation invocation is duplicated (by the service provider), the destination TC-user (B) may, or
may not, detect the duplication:

— TC-user B detects the duplication: the best it can do in this case is to ignore the duplicate; rejection
could be interpreted by the remote TC-user as rejection of the original invocation;

— TC-user B does not detect the duplication: this may happen when there is a master-slave relationship
between A and B, and B executes the operation with no knowledge of the context.

Assuming the second case in exaple E1, a possible sequence could be as given in Table 7/Q.775.

TABLE 7/Q.775

TC USER A TC USER B

TC-INVOKE req

(1, Test, Class = 1) TC-INVOKE ind
(1, Test)
TC-INVOKE ind Undetected duplication of invocation
(1, Test)
TC-RESULT-NL req
(1, P1)
TC-RESULT-NL req

(1, P1)

TC-RESULT-NL ind

(1, P1)

A detects an abnormal situation and

rejects:

TC-U-REJECT req TC-RESULT-NL req

(1, Problem Code) 1, P2)

TC detects an abnormal situation and TC-U-REJECT ind

rejects P2: (1, Problem Code)

TC-L-REJECT ind
(1, Problem Code)

TC-R-REJECT ind
(1, Problem Code)

Time
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In this sequence, TC-user B considers two independent test invocations, and responds to each of them. The
first result P1 is accepted; TC-user A detects that P1 is received a second time, and rejects it; this terminates the
operation, and causes result P2 to be rejected when received (reject by TCAP). Therefore, both activities at B’s
side will terminate on receipt of rejects.

Duplicate non-final result

If a non-final result is duplicated, TCAP cannot detect it, and will deliver it twice to the TC-user.
Detection of this situation is left to the application.

Duplicate final result

If a final result is duplicated, TCAP can detect the situation: the second final result is considered as
abnormal (the operation has been terminated by the first “final” result), and TCAP rejects it.

Table 8/Q.775 shows a sequence for example E1 where the third segment of the result is duplicated (by the
network).

TABLE 8/Q.775

TC USER A TC USER B

TC-INVOKE req

(1, Test, Class = 1) TC-INVOKE ind
(1, Test)
TC-RESULT-NL req
(1, P1)
TC-RESULT-NL ind TC-RESULT-NL req
(1, P1) (1, P2)
TC-RESULT-NL ind TC-RESULT-L req
(1, P2) (1, P3)
TC-RESULT-L ind
(1, P3)

Duplication of P3:
TC-L-REJECT ind
(1, Problem Code)

TC-R-REJECT ind
(1, Problem Code)

Time

Comment: Discarding of duplicates in all cases by TCAP would probably appear as a nicer issue.
However, it should be noted that:

1) it would require another degree of complexity in TCAP, which contradicts the basic characteristics of
TCAP in the connectionless approach;

2) it corresponds to a situation which is extremely infrequent, at least in the No. 7 network.

To cover these situations when required by an application, it would be better to use a connection-oriented
network service approach, since duplication could then be detected and handled at the lower layers.
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243  Component missequencing

For TCAP, the order of segmented results is not relevant: if the order is important to the TC-user,
appropriate mechanisms should be defined in the application protocol (e.g. by introducing a numbering scheme to
identify intermediate replies in a parameter of these replies, or by using a connection-oriented service).

Due to missequencing, a non final result may arive after a final result: when this occurs the non final
result is rejected by TCAP.

The sequence in Table 9/Q.775 illustrates what happens in example E1 when the last part of the result is
received before the second one: both TC-users are informed.

TABLE 9/Q.775

TC USER A TC USER B

TC-INVOKE req
(1, Test, Class = 1) TC-INVOKE ind

(1, Test)
TC-RESULT-NL req
{a, Pl

TC-RESULT-NL ind

@, P1) TC-RESULT-NL req
1, P2)
TC-RESULT-L req

TC-RESULT-L ind (1, P3)

(1, P3)

Missequenced result:

reject .

TC-L-REJECT ind
(1, Problem Code)

TC-R-REJECT ind
(1, Problem Code)

Time

If a linked operation invocation is received after the final result of the linked-to operation (as a result of a
missequencing), the linked operation is rejected.

TCAP assumes a very low probability of missequencing; if the supporting network is not satisfactory in
this respect, the connection-oriented network service approach should be considered.

244 Reject of a component by TCAP

A general principle when TCAP receives a component (operation invocation or reply) which is either not
formatted correctly, or received out of context (e.g. a reply without a prior operation invocation), is to reject it,
which means that:

1) the destination of the faulty component is first informed of the situation; TCAP provides whatever
information is available on the nature of the component being rejected

2) in reaction to this, the TC-user may decide to abort, continue, or end the dialogue. In the last two
cases, when the TC-user notifies TCAP of its decision, the peer TC-user is informed of the reject.
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Possible cases of reject by TCAP have been encountered in the previous sections. Whenever the
component ID is recognised, rejection by TCAP causes the termination of the operation: a possible recovery is a
new invocation of the terminated operation. When the rejected component is not identifiable, only the local
TC-user is informed, and abort of the dialogue may be the appropriate reaction.

2.4.5 Operation timer expiry

When TCAP informs the TC-user of timer expiry (TC-L-CANCEL indication), it indicates that no more
information related to the operation invocation (in particular, no reject) can be received. If the peer entity still
sends information in relation with this invocation, this information will be discarded when received, provided that
the component ID of the cancelled operation has not been reallocated. Premature reallocation of component ID
values is normally avoided by correctly setting timer values: in order to compensate for uncertainties in the
amount of time required to send information from TC-user to another without accounting for the absolute worst
case (which is also in general the most unlikely), an implementation-dependent mechanism avoiding premature
reallocation of component IDs is required.

Timer expiry indication corresponds to an abnormal situation only in the case of a class 1 operation. The
TC-user is then aware that either the invocation, or the reply, was lost. If no undesirable side effects arise, another
invocation of the same operation can take place after timer expiry. This is illustrated by the sequénce in
Table 10/Q.775 for example E1.

TABLE 10/Q.775

TC USER A TC USER B

TC-INVOKE req
(1, Test, Class = 1) TC-INVOKE ind
(1, Test)

Timer expiry:
TC-L-CANCEL ind
1)

TC-INVOKE req
(2, Test, Class = 1)

Time

Timer expiry for a class 2 operation indicates that no failure was received nor will be accepted for this
invocation: it is a definite indication of success (for class 2). A parallel situation applied to class 3 in case of
failure. The indication of timer expiry for a class 4 operation is a local decision.

3 Dialogues

Whenever one of the operation handling primitives considered in § 2 is issued, a request is passed to
TCAP, but nothing is sent to the remote TC-user until a primitive requesting transmission is issued. These
primitives, and their relation with operation handling primitives, are considered now.
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3.1 Grouping of components in a message

The effect of TC-user issuing a component handling primitive (unless this primitive has local effect only),
is to build a component to be included in a message. The message is not transmitted until the TC-user requests it.

Note that a component may also be generated as a result of a TCAP reject: in this case this component is
put in the next message for the dialogue unless it is aborted.

Provided that the maximum size of a message is not exceeded, several components can be grouped and
sent to the remote end as a single message, thereby saving transmission overhead. This is done under control of
the TC-user, which explicitly specifies when it wants (a) component(s) to be sent.

Example E3, as given in Table 11/Q.775, shows the beginning of a dialogue with a network service centre
where a switch requests instructions (operation 1) and receives a request to connect the call to a given destination
address, and a request to send information (e.g. announcement or message to be displayed) to the calling party.
Both components are contained in a single message.

TABLE 11/Q.775

TC USER A TC USER B

TC-INVOKE req

(1, Provide-Instructions, Class = 1)
TC-BEGIN req

(control parameters)

TC-BEGIN ind
(control parameters)
TC-INVOKE ind

(1, Provide-instructions)
TC-INVOKE req

(2, 1, Connect-Call)
TC-RESULT-L req

(1, Send-Info)
TC-CONTINUE req
(control parameters)

TC-CONTINUE ind
(control parameters)
TC-INVOKE ind

(2, 1, Connect-Call)
TC-RESULT-L ind
(1, Send-Info)

Time
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TC-BEGIN and TC-CONTINUE are transmission primitives described in § 3.2 below.

There may be one transmission primitive for each component, but the separation of primitives allows the
grouping of components within a message. In addition, the information contained in the parameters of the
transmission primitives (e.g. addressing information) applies to all the components included in the message.

At the originating side, the primitive requesting transmission appears after a component handling
primitive; this indicates that transmission of the preceeding components has to take place immediately; it avoids
indicating specific components to be transmitted with a given transmission primitive, and allows transmission .
primitives without any associated component.

At the destination side, the primitive requesting transmission appears first: it contains control information
which is necessary for TCAP to deliver each of the components (if any) in the message; the last component of the
message is indicated to the TC-user by the “Last Component” parameter. The components are delivered to the
destination TC-user in the same order as they were passed to TCAP by the originating TC-user.

3.2 Dialogue handling facilities

When two TC-users co-operate in an application, more than one operation invocation is generally
required. The resulting flow of components has to be identified so that:

1) components of the same flow can be related

2) flows corresponding to several instances of the same application can be identified and allowed to run
in parallel.

Each such flow is identified, for the TC-user, by a dialogue and a corresponding Dialogue ID parameter.
The dialogue handling facility provided for this purpose is the structured dialogue.

When only a single message is required to complete a distributed application, the Unidirectional message
of the unstructured dialogue may be used. The originator does not expect a report of the outcome of the operation
(i.e. may only invoke class 4 operations), but may receive a report of a protocol error if one occurs.

3.2.1  Structured dialogue

3.2.1.1 General

The use of dialogues allows several flows of components to co-exist between two TC-users. The Dialogue
ID parameter is used in both operation handling and transmission (dialogue) handling primitives to determine
which component(s) pertain(s) to which dialogue.

The Dialogue ID parameter is represented (by convention) by the first parameter in these primitives,
starting with letter D. Each TC-user has its own reference for a given dialogue. Local references (those used on the
interface) are represented here; mapping of these local references onto protocol references included in messages is
done by TCAP.

Three primitives have been defined for handling dialogues under normal circumstances; they indicate
dialogue begin (TC-BEGIN), continuation (TC-CONTINUE) or end (TC-END). Each of these primitives may be
used to request transmission of 0, 1 or several components; these components may contain information relating to
one or several operations.
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Table 12/Q.775 illustrates a possible sequence for example E2, where the test request starts the dialogue,
which ends when the test result has been sent.

TABLE 12/Q.775

TC USER A ' TC USER B

TC-INVOKE req

(D1, 1, Test, Class = 1)
TC-BEGIN req

(D1, Address)

TC-BEGIN ind

(D2, Address)

TC-INVOKE ind

(D2, 1, Test)

TC-INVOKE req

(D2, 2, 1, Option-selection, Class = 1)
TC-CONTINUE req

(D2) -

TC-CONTINUE ind

(D1)

TC-INVOKE ind

(D1, 2, 1, Option-selection)
TC-RESULT-L req

(D1, 2, Options)

TC-CONTINUE-req i
(1) TC-CONTINUE ind

(D2)
TC-RESULT-L ind
(D2, 2, Options)
TC-RESULT-L req
(D2, 1, Test-result)

TC-END req
TC-END ind (D2)
(D1, normal)
TC-RESULT-L ind
(D1, 1, Test-result)
Time

Note — D1 and D2 are local references for the same dialogue and map onto
transaction IDs which appear in the messages.
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Any grouping of components is allowed in the messages of a dialogue: TCAP does not check, for instance,
that a message terminating a dialogue does not include operation invocations of class 1. Full-duplex exchange of
components is assumed: if a TC-user wants to introduce some restrictions, e.g. working in a synchronous mode as
defined in ROSE, it would have to introduce the necessary procedures itself.

3.2.1.2 Exchange of messages

Transmission of messages is accomplished with the quality of service of the underlying layer services: no
flow control or error recovery mechanisms are provided by TCAP.

— The first dialogue handling primitive of a dialogue must indicate dialogue begin (TC-BEGIN). Further
messages must not be sent from the side originating the dialogue until a message is received in the
backward direction, indicating dialogue continuation.

— If a TC-user tries to send a large number of messages in a short amount of time, no flow control
mechanism in TCAP will prevent it.

— SCCP class 1 in-sequence delivery can be requested as an option, indicated by the Quality of Service
parameter. Note that this option may not be available end to end when interworking with a network
which does not provide it.

3.2.1.3 Dialogue end

TCAP places no restriction on the ability for a TC-user to request dialogue end. It follows that messages
may be lost if no precautions are taken in the application on when the dialogue may end. In particular, if the
application protocol allows both TC-users to issue TC-END primitives at about the same time, and if these
primitives trigger transmission of components, it is likely that some (if not all) of these components will not be
delivered to their respective destination TC-users.

It is up to the application to define, if necessary, its own rules concerning the right to end a dialogue:
TCAP will not check them. Any message received for a terminated dialogue is discarded if it requests dialogue
end, and otherwise causes the dialogue to be aborted at the remote entity.

The differences between the three ways of ending a dialogue are as follows.

Prearranged end

A typical application is the access to a distributed database, where the requesting user (TC-user A) does
not know where the information it seeks is located. TC-user A broadcasts a request to each location which might
have the information required, and will eventually receive a response from the TC-user which holds this
information. Prearranged end avoids messages from the other destinations saying: “I do not have this informa-
tion”. Only the responding destination may continue the dialogue (if so wished); all other destination will, by
convention, end the dialogue locally; the originator of the requests will also end the dialogues with the
non-responding destinations locally, when it receives the response to its request. Note that the convention is
between applications: TCAP does not check that it is respected, nor is it indicated in the TCAP protocol.

Example E4 in Table 13/Q.775 illustrates this situation, with two destinations B1 and B2; two dialogues
(D1, D2) and (D3, D4) are started; Bl happens to own the requested information, and decides to continue the
dialogue.
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TABLE 13/Q.775

TC USER A TC USER B1 TC USER B2

TC-INVOKE req
(D1, 1, Question)
TC-BEGIN req
(D1, Address)

TC-INVOKE req TC-BEGIN ind

(D3, 1, Question) (D2, Address)

TC-BEGIN req TC-INVOKE ind

D3, Addre (D2, 1, Question)

( ress) TC-BEGIN ind
TC-RESULT-L req (D4, Address)
(D2, 1, Response) TC-INVOKE. ind
TC-CONTINUE req (D4, 1, Question)
(D2) B2 does not have the information:.

TC-CONTINUE ind ‘ e TC-END req

(D) (D4, local)

TC-RESULT-L ind
(D1, 1, Response)
D1 goes on
D3 ends locally
TC-END req
(D3, local)

Time

Prearranged end may also be used when a TC-user wants to send information, and does not expect a reply
of any kind afterwards.

Basic end

When a TC-user issues the TC-END request primitive, it causes transmission of any pending components
to the remote end. TCAP does not check that all operation invocations have received a response when dialogue
end is requested: no notification is given to the TC-user that any pending operation invocations have not received
a final result. .

At the receiving end, the dialogue is considered terminated when all the components received within the
message indicating the end have been delivered to the TC-user.
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Example: the dialogue ends when the test in example E1, Table 14/Q.775, receives a response.

TABLE 14/Q.775

TC USER A TC USER B

TC-RESULT-NL req
(D2, 1, P1)
TC-RESULT-NL req
D2, 1, P2)
TC-RESULT-L req
(D2, 1, P3)
TC-END req

(D2, normal)

TC-END ind End of dialogue for B

(D1)
TC-RESULT-NL ind
(D1, 1, P1)
TC-RESULT-NL ind
(D1, 1, P2)
TC-RESULT-L ind
(D1, 1, P3)

End of dialogue for A

Time

Abort by the TC-user

The abort facility allows the TC-user to stop the dialogue at any time. A typical case is when the user

abandons the service. The main differences between this and normal ending are:

3.2.14

120

— any components for which transmission is pending are not sent to the peer entity;
— peer-to-peer information can be indicated at the time the abort is issued, and this is delivered to the
remote TC-user.

The sequence given in Table 15/Q.775 shows a user abandonment in example E2.

Message-related abnormal situations

These are considered independently from the effects of such events in the Component sub-layer.

Message loss

TCAP provides no protection against message loss. Three cases are identified:

1) the message begins a new dialogue: the dialogue will exist at the originating side only, and no
message will be allowed in either direction. Eventually, an implementation-dependent mechanism of
TCAP ends the dialogue at the originating end;

2) the message continues an existing dialogue: loss is not detected. TCAP will react (or not) to the loss of
included components as indicated in § 2.4.1 above;

3) the message ends a dialogue: TCAP will eventually react if this message contained a response to a
class 1 operation: otherwise an implementation-dependent mechanism may end the dialogue at the
destination end.
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TABLE 15/Q.775

TC USER A * TC USER B

TC-INVOKE req

(D1, 1, Test, Class = 1)
TC-BEGIN req

(D1, Address)

TC-BEGIN ind

(D2, Address)

TC-INVOKE ind

(D2, 1, Test)

TC-INVOKE req

(D2, 2, 1, Option-selection, Class = 1)
TC-CONTINUE req

(D2)

TC-CONTINUE ind

(D1)

TC-INVOKE ind

(D1, 2, 1, Option-selection)
User abandon:
TC-U-ABORT req

(D1, Cause)

TC-U-ABORT ind
(D2, Cause)

Time

Message duplication

Duplication of a BEGIN message causes two transactions to be opened, as indicated below: each of these
transactions has its own local ID, and the same destination ID. The TC-user eventually detects that something is
wrong, and both dialogues are aborted.
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TABLE 16/Q.775

The sequence given in Table 16/Q.775 illustrates a duplication of the BEGIN message in Example E2.

TC-CONTINUE ind
(D1)

TC-INVOKE ind

(D1, 2, 1, Option-select).

TC USER A TC USER B
TC-INVOKE req
(D1, 1, Test, Class = 1)
TC-BEGIN req
(D1, Address)
TC-BEGIN ind

(D2, Address)

TC-INVOKE ind

(D2, 1, Test)

Duplicated BEGIN:
TC-BEGIN ind

(D3, Address)

TC-INVOKE ind

(D3, 1, Test)

Response to the first Begin
TC-INVOKE req

(D2, 2, 1, Option-select, Class
TC-CONTINUE req

(D2)

Response to the second Begin
TC-INVOKE ind

(D3, 2, 1, Option-select, Class
TC-CONTINUE req

(D3)

1)

1

TC-CONTINUE ind
(D1)

TC-INVOKE ind

(D1, 2, 1, Option-select)

is-abnormal, and may reject it, or
abort one of the dialogues:
TC-U-ABORT req

(D1, Cause).

TC-user considers that this invocation

TC-U-ABORT ind
(D3, Cause)
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At that moment, there is still one dialogue (with local ID D2) at TC-user B’s side, but no dialogue at A’s
side. TC-user B will receive an indication from TCAP when operation 2 of dialogue D2 timeouts with no reply
(TC-L-CANCEL ind), and may then decide to abort D2. Note that the situation would be more difficult to detect,
had TC-user B not invoked a class 1 operation.

Duplication of a CONTINUE message is not detected by TCAP.

When an END message is duplicated, the second message is received with an ID which does not
correspond to an active dialogue: TCAP reacts by discarding the duplicate message.

Missequencing of messages

When the missequenced messages involve neither the beginning, nor the end of a dialogue, missequencing
is not detected by TCAP, and may result in component missequencing, to which TCAP would react as indicated
in § 2.5.3 above.

When a message indicating dialogue continuation arrives after a message indicating the end of the same
dialogue, it is not delivered, and causes TCAP to abort the dialogue; the TC-user will probably detect the loss
when receiving a premature dialogue end indication. If the application needs to recover from this case, a new
dialogue should be started.

Message corruption

When receiving a corrupted message, TCAP reacts as indicated in Recommendation Q.774.

Table 17/Q.775 shows the sequence of primitives when TCAP decides to abort the dialogue after receiving
a corrupted message in example E2.

TABLE 17/Q.775

TC USER A TC USER B

TC-INVOKE req

(D1, 1, Test, Class = 1)
TC-BEGIN req

(D1, Address)

TC-BEGIN ind

(D2, Address)

TC-INVOKE ind

(D2, 1, Test)

TC-INVOKE req

(D2, 2, 1, Option-select, Class = 1)
TC-CONTINUE req ’

(D2)
Corrupted message:
TC-ABORT ind
(D1, Cause) TC-ABORT ind
(D2, Cause)
Time
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3.2.1.5 Relations between dialogue handling and operation handling

Depending on the moment when the dialogue end is requested, the TCAP facilities associated with an
operation will be available until the end of the dialogue, or not. The following gives some guidelines on when
dialogue end can be requested; if these are not respected, TCAP will not refuse the request for dialogue end.

The problems that may result from the collision of messages requesting dialogue end have been considered
above.

Normal end should not be requested when:
— there are operation invocations pending for the dialogue;

— the application protocol anticipates that replies being transmitted with the termination request could
be rejected.

In addition, a request for dialogue end must not trigger transmission of operation invocations, since no
reply could be received for these operations.

Many applications might not define recovery scenarios in response to a rejected reply. This legitimises the
transmission of replies or of class 4 operations in a message indicating dialogue end. The other applications
should either use the connection-oriented network service approach, or end the dialogue with a message
containing no component, that would be sent only when a reject indication can no longer be received.

3.22  Unstructured dialogue

A Unidirectional message will contain either only class 4 operation invocations or reports of protocol
errors in such invocations. Multiple components can be transmitted in a Unidirectional message provided that the
maximum size of a message is not exceeded.

4 Application service elements and application entities

4.1 Introduction

This material supplements preceding material providing guidelines on the usage of TC by describing what
needs to be included in an Application Entity (AE) specification. This material is based on CCITT Recommenda-
tions X.219 and X.229 and requires further study.

CCITT Recommendation Q.700, § 3.2.3.6, describes how Application Service Elements (ASEs) and
Application Entities (AEs) are structured and how an AE is addressed in Signalling System No. 7.

This section illustrates that architecture, considering the functional decomposition of an application, and
describes how AEs, ASEs, operations and errors should be defined.

4.2 Decomposition of functionality

Application process functions communicate through one or more Application Entities (AEs). The combina-
tion of two peer AEs plus their interaction is called the Application Context. An AE consists of communications
for one or more functions of an application. Each communications function forms an ASE which is an integrated
set of actions and may be used in more than an AE. TCAP is itself an ASE which is used by other ASEs as well
as being common to AEs (see § 3.2.3.6/Q.700). An ASE identifies one or more operations and specifies how those
operations are used; that is, which peer entity may invoke which operations, and in what order. Operations may
be selected from one or more libraries.

An ASE provides a service to the user of the ASE. An ASE is used by two complementary AEs: the

consumer of the service and the supplier of the service. The consumer of the service is the end that initiates the
AE to AE communication. An ASE user is thus generally asymmetric.
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Within an ASE, the mechanism for providing the ASE service is the invocation of operations by the
service requestor on the service provider. Each operation provides a part of the service in an inherently
asymmetric manner since it is invoked by one AE and executed by the peer AE. An ASE generally includes more
than one operation. An ASE user is, in general, not limited to either invoking or performing operations, but may
both invoke or perform the same or different operations. Also, an ASE user may exist at a pair of nodes such that
either node may request the same service from the other node. That is, the AEs at the nodes may be symmetric,
both invoking and executing the same operations.

Note — Primitives which provide a standard service interface for the access of ASEs within AEs are for
further study.

Figure 3/Q.775 illustrates the decomposition of this functionality and provides examples.

Invoke
parameters
. Operation a Result
1 ASE A : parameters
: Operation b Errors
TC-user .
TCAP ASE | ™. [ASEB |
Application ™. " Component sub-layer
“ Transaction sub-layer
T1120780-88
Example:
Application Application Entity ASE Operation
OA&M OMAP AE MRVT confirmedAction

eventReport

FIGURE 3/Q.775

Decomposition of functionality

43 How to specify an AE

CCITT Recommendation Q.700, § 3.2.3.6, describes how two Signalling System No. 7 Application
Processes communicate via Application Entities, and also the structure of an AE.
The application designer should provide a definition for each type of AE. It should contain:

— A general description of the services supported by the combination of the two peer AEs and
communicating by a dialogue. (In Recommendation X.229 terminology, this corresponds to the
“Application Context™).

— A definition of the complete application protcol between the peer AEs by:
— identifying each ASE constituting the AE, and
— indicating which of the peer AEs initiates the service.

— Any special constraints to ensure that peer AEs with different versions are compatible.
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A formal specification of the application context using the Recommendation X.229 APPLICATION-
CONTEXT macro is for further study.

Since each AE constitutes a single coding domain for operation and error code values (addressed by SCCP
subsystem number in a connectionless network service environment), each operation or error code value must be
unique within the AE (see § 4.5).

44 How to specify an ASE

The definition of an ASE is part of the stage 3 of the service description methodology, as defined by
Recommendation 1.220.

The ASE description should provide:
— A general description of the ASE and its procedures.

— The information flows between the entities which are communicating to support the service, based on
stage 2, with additions and enhancements that are needed as part of the protocol design.

— A detailed description of the ASE protocol. This includes the sequence in which operations may be
invoked, and the reaction to abnormal situations. The definition should include how protocol version
interwork. Dialogue begin, continuation and end should be specified. This section should describe the
interaction between the ASE and the TCAP component sub-layer expressed in terms of the primitive
interface.

— SDL diagrams.
Recommendation X.229 (ROSE) defines an APPLICATION-SERVICE-ELEMENT macro which may be

used to specify an ASE formally. It identifies which operations are contained in the AE and how they are
invoked. The use of this macro in Signalling System No. 7 is for further study.

4.5 How to specify operations and errors

4.5.1 Information needed to specify operations and errors

To specify an operation, the following items must be defined:

— The operation name.

— The operation code. This may be local or global. See § 4.5.2.

— The operation class. A value in the range 1 to 4 as defined in § 2.2.1.

— The parameters accompanying the operation invocation (input parameters). Further essential informa-
tion to supplement that provided in the parameters with the original invocation may be requested
using linked operations.

— The parameters that may be returned as the result of a successful outcome (Return Result), whenever
the operation reports success (possitive output parameters). The way these parameters are actually
passed (in a single component or several) is no part of the operation description.

— The error codes and associated parameters that may be returned as the result of an unsuccessful
outcome (Return Error) of the operation execution, whenever this operation reports failure (negative
output parameters). An error code must be present when reporting failure, and all the possible values
be defined as part of the operation description.

— The allowed linked operations (see § 2.2.2).

— The timer value for completion of the operation.

The operation description consists of a Table indicating the eight items above, together with a short prose
description of what the operation does. A formal definition using Annex A/Q.773 OPERATION and ERROR
macros should also be included to unambiguously indicate which parameters are mandatory, which are optional
with default values as applicable, and which individual, sets or sequences of parameters are legal as input, positive
output, and negative output. The OPERATION and' ERROR type (macro) definitions are exported from the
TCAP definitions (Annex A/Q.773) and need to be imported into the ASE being defined in order to define
operations and errors.
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The syntax of the OPERATION MACRO (reproduced from Annex A/Q.773) is as follows:

OPERATION MACRO ::=

BEGIN
TYPE NOTATION ::=

VALUE NOTATION ::=

Parameter Result Errors Linked Operations

value{VALUE CHOICE{
localValue INTEGER,
globalValue OBJECT IDENTIFIER }}

Parameter ::= “PARAMETER” Named Type | empty
Result ::= “RESULT” ResultType | empty
ResultType ::= NamedType | empty
Errors ::= “ERRORS” “{"ErrorNames“}” | empty
LinkedOperations ::= “LINKED” “{"LinkedOperationNames“}” | empty
ErrorNames ::= ErrorList | empty
ErrorList ::= Error | ErrorList “,” Error
Error ::= value (ERROR) — — shall reference an error value
| type — — shall reference an error type if no error value
— — is specified
LinkedOperationNames ::= OperationList | empty
OperationList ::= Operation | OperationList “,” Operation
Operation ::= value (OPERATION) — — shall reference an operation value
| type — — shall reference an operation type if no error value
— — is specified
NamedType ::= identifier type | type
END

ERROR MACRO ::=
BEGIN
TYPE NOTATION ::=

VALUE NOTATION :=

Parameter

value (VALUE CHOICE{
localValue INTEGER,
globalValue OBJECT IDENTIFIER })

Parameter ::= “PARAMETER” NamedType | empty
NameciType = identifier type | type
END

The use of local and global values is explained in § 4.5.2.

As an example, the CUGCheck2 operation, which is used to check whether an incoming call is compatible
with the CUG characteristics of the called party, is described here in both (abbreviated) formal notation, and in
the form of a table. :

4.5.2  Example of operation description

(Note — Arbitrary section numbers are used in this example.)
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3.4.3.1 Description of operations

343.1.1 CUG check 1

This operation is used between the originating exchange of a call and a dedicated point for CUG
validation check of the calling user.

34.3.1.2 CUG check 2

This operation is used between the terminating exchange of a call and a dedicated point for CUG
validation check of the called user.

3.43.2 Parameters of operations and outcomes

34321 CUG Check 1

CUG Check 1 . Timer = x sec Class = 1 Code = 00000001
Parameters with Invoke Opt/Man Reference
CallingUserIndex o 3.4.3.3.1
CUGCallIndicator M 34332
CallingPartyNumber M 34333

Parameters with Return Result

CUGlInterlockCode
CUGCallIndicator

34335
34332

g0

Linked Operations

Not applicable

Errors

UnsuccessfulCheck 34337

cUGCheck! OPERATION
PARAMETER SEQUENCE{ callingUserIndex OPTIONAL, cUGCallIndicator,
callingPartyNumber }
RESULT SEQUENCE({ cUGInterlockCode OPTIONAL, cUGCallIndicator }
ERRORS { unsuccessfulCheck }
=1
;
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34322 CUG check 2

CUG Check 2 Timer = X sec Class = 1 Code = 00000010
Parameters with Invoke Opt/Man Reference
CUGlInterlockCode M 34335
CUGCallIndicator M 34332
CalledPartyNumber M 34334

Parameters with Return Result

3.43.3.6
3.43.3.2

CalledUserIndex
CUG¢CallIndicator

2o

Linked Operations

Not applicable

Errors

UnsuccessfulCheck 3.4.3.3.7

cUGCheck 2 OPERATION
PARAMETER SEQUENCE{ cUGInterlockCode, cUGCallIndicator,
calledPartyNumber }
RESULT SEQUENCE/ calledUserIndex OPTIONAL, cUGCallIndicator }
ERRORS { unsuccessful Check }
=2

3.4.3.3 Parameter coding

3.43.3.1 The CallingUserIndex is ;h’é local index at the calling user to identify a particular CUG he belongs to.

CallingUserIndex Code = 10000001
Contents Meaning
IA5 Character String " One IAS character represents one digit of the CUG index value
//
callingUsérIndex ::= [1] IMPLICIT Locallndex
LocalI/n'dex n= IA5 STRING

— — The maximum number of digits is four.
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3.43.3.2 The CUGCalllndicator indicates whether the call is requested or designated as a CUG call and
whether outgoing access is requested or allowed.

CUGCallIndicator Code = 10000010
Contents Meaning
00000000 Non-CUG call
00000001 Non-CUG call
00000010 CUG call with outgoing access
00000011 CUG call without outgoing access
cUGCallIndicator ::= [2] IMPLICIT Calllndicator !

CallIndicator ::=

INTEGER(
nonCUGCall (0),
nonCUGCall (1),
outgoingAccessAllowedCUGCall (2),
outgoingAccessNotAllowedCUGCall (3) }

3.43.33 The CallingPartyNumber is the network (e.g. E.164) number of the calling party. It is expressed in the
same manner as the ISUP Calling party number in § 3.7 of Recommendation Q.763. The code of this parameter is

“10000011”.

CallingPartyNumber

Code = 10000011

Contents

Meaning

~ — encoded per § 3.7/Q.763

callingPartyNumber ::= [3] IMPLICIT OCTET STRING
— — contents encoded per § 3.7/0.793

3.43.3.4 The CalledPartyNumber is the network (e.g. E.164) number of the called party. It is expressed in the
same manner as the ISUP Called party number in § 3.6 of Recommendation Q.763. The code of this parameter is

“10000100”.

CalledPartyNumber

Code = 10000100

Contents

Meaning

— — encoded per § 3.6/Q.763

calledPartyNumber ::= [4] IMPLICIT OCTET STRING
— — contents encoded per § 3.6/0Q.793
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3.43.3.5 The CUGInterlockCode is the code to uniquely identify a CUG inside the network. It is expressed in
the same manner as the ISUP CUG interlock code in § 3.13 of Recommendation Q.763. The code of this
parameter is “10000101”.

CUGlInterlockCode Code = 10000101

Contents Meaning

— — encoded per § 3.13/Q.763

CUGInterlockCode ::= [5] IMPLICIT OCTET STRING
— — contents encoded per § 3.13/0.793

3.43.3.6 The CalledUserIndex is the local index at the called user to identify a particular CUG he belongs to.
Refer to § 3.4.3.3.1. The code of this parameter is “10000110”.

CalledUserIndex Code = 10000110
Contents Meaning
IA5 Character String One IAS character represents one digit of the CUG Index value

CalledUserIndex ::= [6] IMPLICIT Locallndex

3.43.3.7 Errors

UnsuccessfulCheck Code = 00000001

Parameters

Cause 3.4.3.3.8

unsuccessfulCheck ERROR
PARAMETER{ Cause }
=1
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3.43.3.8 The Cause indicates the reason why the CUG check is unsuccessful.

Cause Code = 10000111
Contents binary (decimal) Meaning
00110010 (50) Requested facility not subscribed
00110101 (53) Outgoing calls barred within CUG
00110111 (55) Incoming calls barred within CUG
00111110 (62) InconsistencyInDesignatedOutgoingAccessInformation AndSubscriberClass
01010110 (90) Non-existent CUG
01010111 (87) Called user not member of CUG
01011000 (88) ' Incompatible destination
10000000 (110) Inconsistency in data
cause ::= [71 IMPLICIT CauseCode
CauseCode ::= INTEGER({

requestedFacilityNotSubscribed (50),

outgoingCallsBarred WithinCUG(53),

incomingCallsBarredWithinCUG(55),
inconsistencyInDesignatedOutgoingAccessInformationAndsubscriberClass(62),
nonExistentCUG(90),

calledUserNotMemberOfCUG(87),

incompatibleDestination(88),

inconsistencyInData(110) }

453  Allocation and management of operation and error codes

The simple approach is to provide one module containing the definition of the operations and errors it
uses as a self-contained local domain.

Before defining a new operation, the application designer should check all modules to see whether a
similar operation already exists. To avoid redefining the operation in a number of modules, methods are required
which allow a module to import the definition of the operations it uses from other modules. If the opertion does
not exist, the designer should specify it locally.

Example: Operation code 00000010 has one meaning for ASE1, and probably a completely different
meaning for ASE2; two domains are involved.

Note that many domains may be used by one ASE; however, for simplicity, it is assumed in the following
that an ASE uses only one domain.

In addition to its local operation, an ASE may need to make use of operations which are already defined
in another domain. There are two methods for doing so:

— import operation and error types from other modules;

— import operation and error values from other modules.

4.5.3.1 Import of types
The definition of an operation type includes the notational aspects (see the OPERATION MACRO
above), without allocating the code values.

It may be desirable to import the type of an already existing operation, however the importing module
may want to allocate its own local codepoint to the imported operation or error. The imported operation or error
becomes a member of the local domain of that module.

132 Fascicle VI.9 — Rec. Q.775



If two different modules import a given operation by type, its codepoint in each of the importing local
domains is generally different.

"Importing by type allows a common description of operations. A module importing by types only uses a
single domain (its local domain), as represented in Figure 4/Q.775.

Module A Module B
Local domain Local domain
1 2 1 2
3 >4 3

i

[
| T1120790-88

Operations 2 and 3 in module A’s domain become operations 4 and 3, respectively,
in module B’s domain.

FIGURE 4/Q.775 7
Importing by type

4.5.3.2 Import of values

When operation values are imported, the type and the coding are the same in the exporting and importing
ASEs.

A module importing operations or errors by value makes use of:

— alocal domain for its local operations and

— the exporting domains for its. imported operations.

A global value is required in the second case to avoid ambiguity between local codepoints and imported
codepoints, as represented in Figure 5/Q.77.

Exporting Importing
domain A domain B
1 2 1 2 Local
domain
3
Exporting > A2
domain C > - Imported
operations
123 » CJ3
T1120800-88

FIGURE 5/Q.775
Importing by global value

4.6 Applying the concept to service protocols

The first step, before assigning operation codes, is to examine the service ASEs (each an integrated set of
actions) and assign them to AEs. The extremes are, on one hand, that all service ASEs are assigned to one AE
and, on the other hand, that each AE is composed of only one service ASE. The likely case is several groupings of
service ASEs.

Each AE should be identified by a SSN, but not necessarily a fixed SSN specified in Recommenda-
tion Q.713. Within an AE, an operation code assignment scheme is used, so that no two operations can have the
same operation code.
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SECTION 2

TEST SPECIFICATION

Recommendation Q.780

SIGNALLING SYSTEM NO. 7 TEST SPECIFICATION
GENERAL DESCRIPTION

1 General

This Recommendation is an introductory Recommendation to the test specifications of Signalling
System No. 7. The test specifications are contained in Recommendations Q.781-Q.783. This Recommendation
defines the scope and purpose of the test specification and identifies guidelines that are either specific to the
particular protocol under test, or are more general. In addition it identifies functional requirements imposed by
the test specification.

2 Geneal principles of test specifications

The test specification aims at testing protocol conformance in a given implementation. This is independent
of a given implementation and does not generally imply any modification of the signalling point under test.
However, it is recognized that certain tests require capabilities of the system that are not explicitly defined in the
relevant Recommendation, and these capabilities may not be present in all implementations. As a consequence,
certain tests may not be possible in all implementations.

3 Scope of the test specification

The test specification is intended to cover all aspects of Signalling System No. 7. However the initial
Recommendations cover the message transfer part Q.701-Q.707, and the telephone user part Q.721-Q.724. The test
specification is not a definition of the protocol, this is contained in Recommendations Q.701-Q.707 and
Q.721-Q.724 as appropriate.

4 Field of application

The test specification applies in the international network, and if appropriate in the national network. In
the international network, the actual tests to be performed will be the subject of appropriate bilateral agreements
beween the two or more Administrations/RPOAs concerned.

5 Method of application

The test specification fulfils the requirements for both validation testing and compatibility testing. See
§§ 5.1 and 5.2 for an explanation of these terms.

All tests in the test specification are validation tests (VAT), and in addition those marked with an asterisk
are also compatibility tests (CPT).
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5.1 Validation testing

The function of validation testing is to check that a given implementation conforms to the relevant CCITT
Recommendations of the Signalling System. These validation tests could apply both in the national and
international networks. The validation test is a pre-requisite of compatibility testing (see § 5.2) and is performed
under the responsibility of each Administration/RPOA. These tests will generally be performed without the
cooperation of another Administration/RPOA, although this is not precluded should this arrangement prove
convenient. Validation testing will be performed on a signalling point that is not in service.

The validation test is performed on one signalling point.

It is suggested that the validation test, or subset, is repeated when the implementation is upgraded or
modified in any functional way.

Validation testing may require the use of a simulator to check the operation of the signalling point under
test. The specification of this simulator is not explicitly covered by these Recommendations although the general
requirements are implicit in the test specification.

In validation testing, the signalling point under test is called SP“A”.

5.2 Compatibility testing

The objective of compatibility testing is to check for the correct interworking of two implementations. To
perform compatibility testing the two nodes involved are interconnected. The specification is written for the
interconnection of two given implementations for the first time. For subsequent interconnections of the same two
implementations a subset of tests may prove sufficient. These tests will not only be performed on a new signalling
point, but also on a signalling point already in service.

Each Recommendation identifies a list of tests that may be suitable for compatibility testing, but the actual
tests to be performed will be bilaterally agreed between the Administrations/RPOAs concerned.

Certain of the tests identified in the test list as compatibility test may disturb the operation of the
exchange, whereas others may not. Any tests which may cause disturbance to the exchange should be carefully
selected to meet the operational criteria of the two Administrations/RPOAs.

The satisfactory completion of compatibility testing should be bilaterally agreed.

When a change to the signalling network is made, tests selected from those identified as compatibility tests
may be appropriate. In general the tests performed under these circumstances will be the minimum number to
ensure that compatibility between points in the network is still maintained.

In compatibility testing, each signalling point may in turn consider itself to be SP“A”, i.e. tests are
performed on both signalling points involved.

53 Test configuration

For both validation and compatibility testing the point under test is connected to the test environment and
becomes part of the “test configuration”. The test configuration satisfies all of the following three criteria:
— The point under test will be connected by one or more signalling linksets (real or simulated), which
may or may not be interconnected.
— The capability of generation and reception of test traffic, where applicable.
— The ability to perform the described test, notably the facility to store and analyze messages to the
appropriate degree.

6 Functional requirements imposed by the test specification

The functional description that follows is intended to identify the functional requirements imposed by the
test specification. It does not imply any physical partitioning of equipment in real systems. See also Recommenda-
tion Q.701, § 2.2.1.

6.1 Level 1

The test specification assumes the availability of a suitable signalling data link with the parameters
identified in the relevant Q Recommendations, e.g. Q.702 (referring to Recommendation G.821).

In validation testing the signalling data link may be a pseudo-signalling data link, in which case it should
preferably have similar/identical characteristics to the signalling data links likely to be encountered in service.
Simulation of deterioration of the transmission link may not be necessary if the emulator includes the capability
to simulate abnormal conditions on the signalling data link.

In compatibility testing the signalling data link is the actual signalling data link that will be used in
service.
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6.2 Level 2

The level 2 test environment consists of four items (see Figure 1/Q.780):
— the level 3 simulator;

— the test simulator;

— the signalling link monitor (see § 7);

— the signalling data link.

6.2.1  Level 3 simulator

During the level 2 tests it is necessary to inject signalling messages and indications to and from the level 2
under test. It is desirable that the level 3 function used is the actual level 3 of the MTP with some additional
functions for test purposes.

6.2.2  Test simulator

During level 2 testing it is necessary to inject some abnormal signal units (as well as normal signal units)
to fully test the level 2 under test, the test simulator should have this function. In addition the simulator should
have the capability to receive and check signal units from the level 2 under test. The generation of certain
abnormal sequences of signal units should also be a capability of the test simulator.

6.3 Level 3

The level 3 test specification assumes that the level 2 has already been tested satisfactorily. However,
certain tests will in addition explicitly test the level 2/3 interface.

The level 3 test environment consists of 3 items (see Figure 2/Q.780):

— the simulator of upper levels; '

— simulated network including test simulator and signalling data links;

— the signalling link monitor(s) (see § 7).

6.3.1  Simulator of upper levels

During level 3 testing it is necessary to inject signalling messages into level 3 for testing, e.g. message loss
during changeover. It is desirable that the simulator used should be as close as possible to the actual upper level
to be used. In addition an MML interface is assumed. The level 3 under test must use an already tested level 2.

6.3.2  Simulated network including test simulator

During level 3 testing it is necessary to inject some abnormal messages (as well as normal messages) to
check the level 3 under test, the simulated network including test simulator should have this function. In addition
the test simulator should have the capabilities to receive and check messages from the level 3 under test. The
generation of certain abnormal sequences of messages should also be a capability of the test simulator. The test
simulator must include an already tested level 2.

6.4 TUP

. The TUP test specification assumes a tested MTP for compatibility tests but no assumption is made about
message transfer between the TUP under test and the TUP tester for validation tests.

The TUP test environment consists of three items (see Figure 3/Q.780):
— the TUP tester;

— a stable signalling relation and telephone circuits;

— a monitor of TUP messages and telephone circuits.

6.4.1 TUP tester

The TUP tester is required to simulate TUP protocol operations and some exchange call control
operations.
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6.42  Monitor

The monitor is required to monitor and record TUP message sequences and to monitor the result of call
control operations on the controlled telephone circuits. This includes checking that tones are correctly received
and that speech/information transfer is possible.

7 Signalling link monitor(s)

The test specification assumes the availability of a signalling link monitor and a suitable access point for
connection of the monitor as specified in Recommendation Q.702, § 4.

The test specification does not attempt to specify what a signalling link monitor should be, but instead the
functional requirements are identified in general terms. A signalling link monitor will be used for decoding of
signal unit sequences. during testing and to give the operator confidence that the signalling protocol has been
correctly observed.

The requirements imposed on a signalling link monitor will be different for the two types of testing. For
validation testing detailed decoding down to a field level will be required, but for compatibility testing decoding
down to a message level may be adequate.

In addition it should be noted that compatibility testing will be a function performed numerous times on a
signalling point, whereas validation testing will be performed once only, except under certain circumstances of
upgrading of the signalling point.

Note — 1t should be oserved that implementations may include a signalling link monitor as an intrinsic
part of the signalling point, however, for validation testing this cannot necessarily be relied upon. In addition, the
test specification does not attempt to perform the function of testing the accuracy of any signalling link monitor
implemented in the signalling point, however, certain conclusions will inevitably be made from the performance
of validation testing.

Simulator
Signalling data link {Level 1) .
Emulator Level 2
. 4 .
Link monitor
* MTP Level 2 to be tested T1109810-88

¢ Functional test blocks

FIGURE 1/Q.780

Level 2 Test environment
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Recommendation Q.781

MTP LEVEL 2 TEST SPECIFICATION

1 Introduction

This Recommendation contains a set of detailed tests of signalling system No. 7 MTP level 2 protocol.
These tests intend to validate the protocol specified in Recommendation Q.703.

This Recommendation conforms to Recommendation Q.780 which describes the basic rules of the Test
Specification. In addition the conditions which are specific to level 2 tests are described in the following sections.

2 General principles of level 2 tests

2.1 Presentation of test descriptions

The level 2 tests aim at testing the level 2 protocol conformance in a given implementation.

Each test description indicates in the “type of test” column; “Validation” (VAT) or “Validation” (VAT)
and “compatibility” (CPT).

Although signal units are transmitted and received continuously on level 2, only the signal units which
cause and/or indicate the changes of level 2 status are shown in the EXPECTED SIGNAL UNIT SEQUENCE
column of each test description.

22 Presentation of the test list

These tests as a whole, aim at a complete validation of the level 2 protocol without redundancies. Each test
is described as simply as possible to check precisely each elementary function of the protocol, which is referred in
the columns “reference”, “title” and “sub-title” of each test description.

This list is presented in the form of a succession of tests. The presentation order is essentially functional.
However, the operator performing these tests may change this order, taking into account some other practical
criteria such as: use pre-test conditions to order the list, the end of a given test may be the pre-test condition of
another test.

3 Test configuration

A single link will be used for level 2 tests. Figure 1/Q.781 shows a single link between SP A and SP B.

Test specifications are written to test the level 2 of the SP A.

4 Test environment

See Recommendation Q.780, § 6.2.

5 Test list

Note — Compatibility test items are indicated in this list by an asterisk (*).

— The abbreviations PO, LPO, RPO, EM and EDA are used for processor outage, local processor
outage, remote processor outage, emergency and expected delay of acknowledgement respectively.

1 Link State Control — Expected signal units/orders (Figures 8/Q.703 and 9/Q.703)

* 1.1 Initialisation (Power-up)
* 1.2 Timer T2
1.3 Timer T3
1.4 Timer T1 and T4 (Normal)
* 1.5 Normal alignment — correct procedure (FISU)

1.6 Normal alignment — correct procedure (MSU)

1.7 SIO received during normal proving period
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1.8

1.9

1.10
1.11
1.12
1.13
1.14
1.15
1.16
1.17
1.18
1.19
1.20
1.21
1.22
1.23
1.24
1.25
1.26
1.27
1.28
1.29
1.30
1.31
1.32
1.33
1.34
1.35

Normal alignment with PO set (FISU)
Normal alignment with PO set (MSU)
Normal alignment with PO set and clear
Set RPO when “Aligned not ready”

SIOS received when “Aligned not ready”
SIO received when “Aligned not ready”
Set and clear LPO when “Initial alignment”
Set and clear LPO when “Aligned ready”
Timer T1 in ““Aligned not ready” state
No SIO sent during normal proving period
Set and céase emergency prior to “start alignment”
Set emergency while in “not aligned state”
Set emergency when “aligned”

Both ends set emergency

Individual end sets emergency

Set emergency during normal proving

No SIO sent during emergency alignment
Deactivation during initial alignment
Deactivation during aligned state
Deactivation during aligned not ready

SIO received during link in service
Deactivation during link in service
Deactivation during LPO

Deactivation during RPO

Deactivation during the proving period
SIO received instead of FISUs

SIOS received instead of FISUs .
SIPO received instead of FISUs

Link State Control — Unexpected signal units/orders (Figure 8/Q.703)

2.1
2.2
2.3
24
25
2.6
27
28

Unexpected signal units/orders in “Out of service” state
Unexpected signal units/orders in “Not aligned” state
Unexpected signal units/orders in “Aligned” state
Unexpected signal units/orders in “Proving” state
Unexpected signal units/orders in “Aligned ready” state
Unexpected signal units/orders in “Aligned not ready” state
Unexpected signal units/orders in “In service” state

Unexpected signal units/orders in “Processor outage” state

Transmission failure (Figure 8/Q.703)

3.1
32
33
34

Link aligned ready (Break Tx path)
Link aligned ready (Corrupt FIBs)
Link aligned not ready (Break Tx path)
Link aligned not ready (Corrupt FIBs)
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* 3.5 Link in service (Break Tx path)
3.6 Link in service (Corrupt FIBs)
3.7 Link in processor outage (Break Tx path)
3.8 Link in processor outage (Corrupt FIBs)

4  Processor Outage Control (Figure 10/Q.703)

4.1 Set and clear LPO while link in service
42 RPO during LPO
43 Clear LPO when “Both processor outage”

5  SU Delimitation, Alignment, Error Detection and Correction (Figures 11/Q.703 and 12/Q.703)

5.1 More than seven “1”s between MSU opening and closing flags
5.2 Greater than maximum signal unit length

5.3 Below minimum signal unit length

5.4 Reception of single and multiple flags between FISUs

5.5 Reception of single and multiple flags between MSUs

6 SUERM Check (Figure 18/Q.703)

6.1 Error rate of 1 in 256 — Link remains in service
6.2 Error rate of 1 in 254 — Link into out of service
6.3 Consecutive corrupted SUs

6.4 Time controlled break of the link

7  AERM check (Figure 17/Q.703)

7.1 Error rate below the normal threshold
7.2 Error rate at the normal threshold - ®
7.3 Error rate above the normal threshold

7.4 Error rate at the emergency threshold

8  Transmission and reception control (Basic) (Figures 13/Q.703 and 14/Q.703)

8.1 MSU transmission and reception

8.2 Negative acknowledgement of MSU

8.3 Check RTB full

8.4 Single MSU with erroneous FIB

8.5 Duplicated FSN

8.6 Erroneous retransmission — Single MSU
8.7 Erroneous retransmission — Multiple FISUs
8.8 Single FISU with corrupt FIB

8.9 Single FISU prior to RPO being set

8.10 Abnormal BSN — Single MSU

8.11 Abnormal BSN — Two consecutive FISUs
8.12 Excessive delay of acknowledgement

8.13 Level 3 Stop Command
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9  Transmission and reception control (PCR) (Figures 15/Q.703 and 16/Q.703)

* 9.1
9.2
9.3
9.4
9.5
9.6
9.7
9.8
9.9
9.10
9:11
9.12
9.13

MSU transmission and reception
Priority control

Forced retransmission with the value N1
Forcéd retransmission with the value N2
Forced retransmission cancel

Repetition of forced retransmission
MSU transmission while RPO set
Abnormal BSN — Single MSU
Abnormal BSN — Two MSUs
Unexpected FSN

Excessive delay of acknowledgement
FISU with FSN expected for MSU
Level 3 Stop Command

10 Congestion Control (Figure 19/Q.703)

10.1 Congestion abatement
10.2 Timer T7
10.3 Timer T6

6 Test descriptions
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MTP, LEVEL 2

TEST NUMBER: 1.1

PAGE: 1OF1

REFERENCE: Q.703 § 7 STD: Fig. 8; Fig. 12; Fig. 13

TITLE: Link State Control — Expected signal units/orders

SUB TITLE: Initialization (Power-up)

PURPOSE: To check that the No. 7 terminal equipment enters the correct state on power-up

PRE-TEST CONDITIONS: Line equipment — ON; No. 7 equipment— OFF

CONFIGURATION: 1

TYPE OF TEST: VAT, CPT

EXPECTED SIGNAL UNIT SEQUENCE:

FIB = BIB = 1 : FSN = BSN = 127 (HEX 7F).

3. Repeat test in reverse direction.

SP B SP A
Link Link
1-0 SIOS >
: Power ON
< 1-0 SI10S
TEST DESCRIPTION

1. Check link enters correct state.
2. At “Power — On” or Initialization the FIB, BIB, FSN, and BSN shall be as follows:
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MTP, LEVEL 2

TEST NUMBER: 1.2 PAGE: 1 OF 1

REFERENCE: Q.703 § 7 STD: Fig. 8; Fig. 9, Fig. 11, Fig. 13; Fig. 14

TITLE: Link State Control — Expected signal units/orders

SUB TITLE: Timer T2

PURPOSE: To check “Not Aligned” Timer T2

PRE-TEST CONDITIONS: Link out of service

CONFIGURATION: 1 TYPE OF TEST: VAT, CPT

EXPECTED SIGNAL UNIT SEQUENCE:

Sp B ) Sp A
Link Link
1-0 SIOS >
< 1-0 SI0S
: start
< 1-0 SIO
T2
< 1-0 SIOS

TEST DESCRIPTION

1. Timer T2 shall be in the range 5 secs to 150 secs.
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MTP, LEVEL 2

TEST NUMBER: 1.3 PAGE: 1 OF!
REFERENCE: Q.703 § 7 STD: Fig. 9; Fig. 14
TITLE: Link State Control — Expected signal units/orders

SUB TITLE: Timer T3

PURPOSE: To check “Aligned” Timer T3

PRE-TEST CONDITIONS: Link out of service

CONFIGURATION: 1 TYPE OF TEST:

VAT

Link
1 -0
1-0

EXPECTED SIGNAL UNIT SEQUENCE:

SP B SP A
Link
< - S— 1 -0 SIOS
S10S >
: start
< 1-0 SIO
SIO -
< 1-0 SIN
T3
< 1 -0 S10S

TEST DESCRIPTION

Timer T3 shall be in the range 1 sec to 1.5 secs.
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MTP, LEVEL 2.

TEST NUMBER: 1.4 : PAGE: 1OF1

REFERENCE: Q.703 § 7 STD: Fig. 8; Fig. 9

TITLE: Link State Control — Expected signal units/orders

SUB TITLE: Timer T1 & Timer T4 (Normal)

PURPOSE: To check “Aligned ready” Timer T1 and “Proving period” Timer T4 (Normal)

PRE-TEST CONDITIONS: Link out of service

CONFIGURATION: 1 TYPE OF TEST: VAT

EXPECTED SIGNAL UNIT SEQUENCE:

SpP B SP A
Link Link
< . 1 -0 SIOS
1 -0 SIOS >
. start
< : 1 -0 SIO
1-0 SIO >
< : 1 -0 SIN
1-0 SIN . . >
T4 (Pn)
< 1 -0 FISU
T1
< 1-0 SIOS

TEST DESCRIPTION

1. At 64 kbit/s Timer T4 shall be in the range 7.5 secs to 9.5 secs (nominally 8.2 secs) and Timer T1 shall be in the range
40 secs to 50 secs.

2. At 4.8 kbit/s Timer T4 shall be in the range 100 secs to 120 secs (nominally 110 secs) and Timer T1 shall be inthe in the
range 500 secs to 600 secs.
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MTP, LEVEL 2

TEST NUMBER: 1.5 PAGE: 1 OF 1
REFERENCE: Q.703 § 7 STD: Fig. 8; Fig. 9
TITLE: Link State Control — Expected signal units/orders
SUB TITLE: Normal alignment — correct procedure (FISU)
PURPOSE: To check normal alignment procedure
PRE-TEST CONDITIONS: Link out of service
CONFIGURATION: 1 TYPE OF TEST: VAT, CPT
EXPECTED SIGNAL UNIT SEQUENCE:
Sp B ' Sp A
Link ' Link
1
< 1-0 S10S
1-0 SIOS >
. start
< 1-0 SIO
1-0 SIO : >
< 1-0 SIN
1 -0 SIN > f
1
|
< .[l -0 FISU
1-0 FISU > v'l

TEST DESCRIPTION

1. Start normal alignment procedure. ,
2. Check link aligns and enters “In service” state.
3. Check that “In service” state is maintained.
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MTP, LEVEL 2

TEST NUMBER: 1.6 PAGE: 1OF1
REFERENCE: Q.703 § 7 STD: Fig. 8; Fig. 9
TITLE: Link State Control — Expected signal units/orders
SUB TITLE: Normal alignment — correct procedure (MSU)
PURPOSE: To check normal alignment procedure
PRE-TEST CONDITIONS: Link out of service
CONFIGURATION: 1 TYPE OF TEST: VAT
EXPECTED SIGNAL UNIT SEQUENCE:
SP B SP A
Link Link
< 1-0 SIOS
1 -0 SIOS >
. start
< 1-0 sio
1-0 SIO >
< 1-0 SIN
1 -0 SIN >
< 1-0 FISU
1-0 MSU >

TEST DESCRIPTION

1. Start normal alignment procedure.
2. Check link aligns and enters “In service” state.
3. Check that “In service” state is maintained.
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MTP, LEVEL 2

TEST NUMBER: 1.7 ‘ PAGE: 10F 1

REFERENCE: Q.703 §§ 7, 10.3 STD: Fig. 9; Fig. 17

TITLE: Link State Control — Expected signal units/orders

SUB TITLE: SIO received during normal proving period

PURPOSE: To test the response to the reception of an SIO during the normal proving period.

PRE-TEST CONDITIONS: Link out of service

CONFIGURATION: 1 TYPE OF TEST: VAT

EXPECTED SIGNAL UNIT SEQUENCE:

SP B Sp A
Link ' Link
< 1-0 SIOS
1-0 SIOS : >
: start
< 1 -0 SIO
1-0 SIO . >
< 1 -0 SIN
1-0 SIN > T4
Stopped
4L
1-0 SIN (one only) >
1-0 SIN >
< 1-0 SIN
T4 (Pn)
< 1-0 FISU

TEST DESCRIPTION

1. Send an SIO at B during normal proving period.

2. Check that new normal proving period is entered.
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MTP LEVEL 2

TEST NUMBER: 1.8 PAGE: 1OF1

REFERENCE: Q.703 §§ 7, 8 ' STD: Fig. 8

TITLE: Link State Control — Expected signal units/orders

SUB TITLE: Normal alignment with PO set (FISU)

PURPOSE: To check the response following normal alignment when PO has been set

PRE-TEST CONDITIONS: Link out of service

CONFIGURATION: 1 TYPE OF TEST: VAT

EXPECTED SIGNAL UNIT SEQUENCE:

SP B SP A
Link Link
< 1 -0 SIOS
1-0 SIOS . >
: set LPO
. start
< 1-0 SIO
t-0 SIO >
< 1 -0 SIN
1-0 SIN >
< 1 -0 SIPO
1-0 FISU >
< : 1-0 SIPO

TEST DESCRIPTION

1. Check that normal alignment is carried out with PLO set at A.
2. Check that SIPO is returned when aligned, and that A stays in “processor outage” state.
3. Repeat test with LPO set at B.
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MTP, LEVEL 2

TEST NUMBER: 1.9 PAGE: 10F1

REFERENCE: Q.703 §§ 7, 8 STD: Fig. 8

TITLE: Link State Control — Expected signal units/orders

SUB TITLE: Normal alignment with PO set (MSU)

PURPOSE: To check the response following normal alignment when PO has been set

PRE-TEST CONDITIONS: Link out of service

CONFIGURATION: 1 TYPE OF TEST: VAT

EXPECTED SIGNAL UNIT SEQUENCE:

SP B SP A
Link Link
< 1 -0 SIOS
1 -0 SIOS >
. set LPO
. start
< 1-0 SIO
1-0 SIO > )
< 1-0 SIN
1-0 SIN ) >
< 1-0 SIPO
1 -0 MSU >
< 1-0 SIPO

TEST DESCRIPTION

1. Check that normal alignment is carried out with LPO set at A.
2. Check that SIPO is returned when aligned, and that A stays in “processor outage” state.
3. Repeat test with LPO set at B.
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MTP, LEVEL 2

TEST NUMBER: 1.10

PAGE:

10F1

REFERENCE: Q.703 §§ 7, 8 STD: - Fig. 8

TITLE: Link State Control — Expected signal units/orders

SUB TITLE: Normal alignment with PO set and clear

PURPOSE: To check the response following normal alignment when PO has been set and cleared

PRE-TEST CONDITIONS: Link out of service

CONFIGURATION: 1

TYPE OF TEST: VAT

EXPECTED SIGNAL UNIT SEQUENCE:

SP B SP A
Link Link
< 1-0 SIOS
1-0 SIOS >
: set LPO
;. clear LPO
. start
< 1-0 SIO
1 -0 SIO >
< 1 -0 SIN
1-0 SIN >
< 1-0 FISU
1-0 FISU >
TEST DESCRIPTION
1. Check that normal alignment is carried out.
2. Check that link aligns and enters “In service” state.
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MTP, LEVEL 2

TEST NUMBER: 1.11

PAGE: 1 OF 1

REFERENCE: Q.703 §§ 7, 8 STD: Fig. 8

TITLE: Link State Control — Expected signal units/orders

SUB TITLE: Set RPO when “Aligned not ready”

PURPOSE: To check the response following normal alignment when PO has been set

PRE-TEST CONDITIONS: Link out of service; ability to set PO

CONFIGURATION: 1

TYPE OF TEST:

VAT

EXPECTED SIGNAL UNIT SEQUENCE:

SP B SP A
Link Link
< 1-0 SIOS
1-0 SIOS >
: set LPO : set LPO
. start
< 1-0 SI1O
1-0 SIO >
< 1-0 SIN
1-0 SIN >
< 1-0 SIPO
1-0 SIPO >
TEST DESCRIPTION
1. Set LPO at A and B.
2. Start alignment.
3. Check that both LPO and RPO after alignment completes.
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MTP, LEVEL 2

TEST NUMBER: 1.12 PAGE: 1O0F1

REFERENCE: Q.703 §§ 7, 8 STD: Fig. 8

TITLE: Link State Control — Expected signal units/orders

SUB TITLE: SIOS received when “Aligned not ready”

PURPOSE: To check the response following normal alignment when PO has been set

PRE-TEST CONDITIONS: Link out of service

CONFIGURATION: 1 TYPE OF TEST: VAT

EXPECTED SIGNAL UNIT SEQUENCE:

SP B SP A
Link Link
< 1-0 'SIOS
1-0 SIOS >
. set LPO
. start
< 1 -0 SIO
1-0 SIO >
< 1-0 SIN
1-0 SIN >
< 1-0 SIPO
: stop
1 -0 SIOS >
< 1-0 SIOS

TEST DESCRIPTION

1. Soon after alignment completes, A enters “Aligned not ready”.

2. Before alignment completes, stop command is given at B.

3. Check that, on reception of SIOS, A enters “Out of service” state.
4. Repeat test with LPO set at B.
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MTP, LEVEL 2

TEST NUMBER: 1.13 PAGE: 1OF1

REFERENCE: Q.703 §§ 7, 8 STD: Fig. 8

TITLE: Link State Control — Expected signal units/orders

SUB TITLE: SIO received when “Aligned not ready”

PURPOSE: To check the response following normal alignment when PO has been set

PRE-TEST CONDITIONS: Link out of service

CONFIGURATION: 1 TYPE OF TEST: VAT

EXPECTED SIGNAL UNIT SEQUENCE:

SP B SP A
Link Link
< 1-0 SIOS
1-0 SIOS >
. set LPO
: start
< 1-0 SIO
1 -0 SIO >
< 1-0 SIN
1-0 SIN —>
< ‘ 1-0 SIPO
1-0 SIO >
< . 1-0 SIOS

TEST DESCRIPTION

—

Soon after alignment completes, A enters “Aligned not ready”.
Before alignment completes at B, SIO is sent to A.

Check that, on reception of SIO, A enters “Out of service” state.

Pl

Repeat test with LPO set at B.
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MTP, LEVEL 2

TEST NUMBER: 1.14

PAGE:

10OF1

REFERENCE: Q.703 §§ 7, 8 STD: Fig. 8

TITLE: Link State Control — Expected signal units/orders

SUB TITLE: Set and clear LPO when “Initial alignment”

PURPOSE: To check normal alignment with PO set and clear during “Initial alignment”

PRE-TEST CONDITIONS: Link out of service

CONFIGURATION: 1

TYPE OF TEST: VAT

EXPECTED SIGNAL UNIT SEQUENCE:

SP B SP A
Link Link
< 1-0 SIOS
1-0 S10S >
: start
< 1-0 SIO
1-0 SIO >
< 1-0 SIN
. set LPO
1-0 SIN >
: clear LPO
< 1-0 FISU
1-0 FISU >
< 1-0 FISU
TEST DESCRIPTION
1. Set LPO at A during “Initial alignment” state.

Check A remains in “Initial alignment” state.
Clear LPO before alignment completes at A.

Check A enters “In service” state after normal alignment.

AR

Repeat the test at B.
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MTP, LEVEL 2

TEST NUMBER: 1.15

PAGE: 1OF 1

REFERENCE: Q.703 §§ 7, 8 STD: Fig. 8

TITLE: Link State Control — Expected signal units/orders

SUB TITLE: Set and clear LPO when “aligned ready”

PURPOSE: To test the response to LPO when “aligned ready” and to ensure that the aligned ready state resumes when

LPO is cleared.

PRE-TEST CONDITIONS: Link out of service

CONFIGURATION: 1

TYPE OF TEST: VAT

EXPECTED SIGNAL UNIT SEQUENCE:

SP B SP A
Link Link
< 1 - SIOS
1-0 SIOS >
. start
< 1 - SIO
1-0 SIO >
< 1 - SIN
1 -0 SIN >
< 1 - FISU
: set LPO
< 1 - SIPO
: wait 5 secs.
: clear LPO
< 1 - FISU
TEST DESCRIPTION
1. Start link at A.
2. At “aligned ready” state set LPO at A.
(Suppress return of FISUs at B to maintain “aligned ready” state).
3. Clear LPO at A.
4, Check A resumes “aligned ready” state.
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MTP, LEVEL 2

TEST NUMBER: 1.16

PAGE:

10F1

REFERENCE: Q.703 §§ 7, 8 STD: Fig. 8

TITLE: Link State Control — Expected signal units/orders

SUB TITLE: Timer T1 in “aligned not ready” state

PURPOSE: To test the operation of Timer T1 when in the “aligned not ready” state.

.

PRE-TEST CONDITIONS: Link out of service

CONFIGURATION: 1

TYPE OF TEST: VAT

EXPECTED SIGNAL UNIT SEQUENCE:

SP B Sp A
Link Link
< 1-0 SIOS
1 -0 SIOS >
: set LPO
: start
< 1-0 SIO
1 -0 S10 >
' < 1-0 SIN
1-0 SIN >
< : 1 -0 SIPO
T1
< 1-0 S1I0S
TEST DESCRIPTION
1. Set LPO an/d start link at A.
2. Check A enters the “aligned not ready” state.
3. Check A takes the link out of service after time T1.
4. Timer T1 shall be in the range 40 secs to 50 secs.
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MTP, LEVEL 2

TEST NUMBER: 1.17 PAGE:

10F1

REFERENCE: Q.703 § 7 STD: Fig. 9

TITLE: Link State Control — Expected signal units/orders

SUB TITLE: No SIO sent during normal proving period

PURPOSE: To ensure that normal alignment still occurs when SIO is omitted

PRE-TEST CONDITIONS: Link out of Service

CONFIGURATION: 1 TYPE

OF TEST: VAT

EXPECTED SIGNAL UNIT SEQUENCE:

SP B Sp A

Link , ' Link

< 1-0 S10S
1-0 SI0S . . >

. start

< 1-0 SIO not aligned
1-0 SIN >

< 1-0 SIN
1-0 SIN > T3

T4 (Pn)
< 1-0 FISU
TEST DESCRIPTION

1. Check normal alignment occurs with no SIO sent from SP B. '
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MTP, LEVEL 2

TEST NUMBER: 1.18 : PAGE: 1 OF 1

REFERENCE: Q.703 § 7 STD: Fig. 8

TITLE: Link State Control — Expected signal units/orders

SUB TITLE: Set and cease emergency prior to “start alignment”

PURPOSE: To test the normal proving period is employed having “emergency” set and cleared

PRE-TEST CONDITIONS: Link out of service

CONFIGURATION: 1 TYPE OF TEST: VAT

EXPECTED SIGNAL UNIT SEQUENCE:

SP B SP A
Link Link
< 1 =0 SIOS
1-0 S10S >
: set Em
. clear Em
: start
< 1-0 SIO
1-0  SIO >
< 1-0 SIN
1t -0 SIN >
T4 (Pn)
< 1-0 FISU

TEST DESCRIPTION

1. Check emergency set and cleared prior to start of alignment.

2. Check normal proving period is carried out.
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MTP, LEVEL 2

TEST NUMBER: 1.19 PAGE: 1OF 1

REFERENCE: Q.703 § 7 STD: Fig. 8; Fig. 9

TITLE: Link State Control — Expected‘ signal units/orders

SUB TITLE: Set emergency while in “not aligned state”

PURPOSE: To test that emergency proving can be set during normal initial alignment.

PRE-TEST CONDITIONS: Link out of service

CONFIGURATION: 1 . TYPE OF TEST: VAT, CPT

EXPECTED SIGNAL UNIT SEQUENCE:

SP B PS A
Link Link
< 1-0 SIOS
1-0 SIOS >
. start
< 1-0 SIO
: set EM
1 -0 SIO >
< 1 -0 SIE
1-0 SIN : —> ’
T4 (Pe)
< ) 1 -0 FISU

TEST DESCRIPTION

1. Check that emergency proving period is used after set EM during normal initial alignment.

2. The timing of this test is critical, emergency must be set once the start command has been given and before SIO is
received. (i.e. during Timer T2 operation).

3. At 64 kbit/s Timer T4 shall be in the range 0,4 sec to 0,6 sec (nominally 0,5 sec).

4, At 4,8 kbit/s, Timer T4 shall be in the range 6 secs to 8 secs (nominally 7 secs).
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MTP, LEVEL 2

TEST NUMBER: 1.20 PAGE: 1OF1

REFERENCE: Q.703 § 7 STD: Fig. 9

TITLE: Link State Control — Expected signal units/orders

SUB TITLE: Set emergency when “aligned”

PRE-TEST CONDITIONS: To test that emergency proving period is used when emergency set prior to receiving SIN

CONFIGURATION: 1 TYPE OF TEST: VAT

EXPECTED SIGNAL UNIT SEQUENCE:

SP B : SP A

Link Link
< - 1-0 SIOS
1 -0 SIOS - >
. start
< 1-20 SIO
1-0 SIO >
< 1-0 SIN
. set EM
< 1-0 SIE
1-0 SIN >
T4 (Pe)

< 1-0 FISU

TEST DESCRIPTION

1. Check that emergency proving period is used after SIE sent during “aligned” state.

2. The timing of this test is critical. Emergency must be set once SIN has been sent but before Timer T3 expires.
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MTP, LEVEL 2

TEST NUMBER: 1.21 PAGE: 1OF1

REFERENCE: Q.703 § 7 STD: Fig. 8; Fig. 9

TITLE: Link State Control — Expected signal units/orders

SUB TITLE: Both ends set emergency

PURPOSE: To check the emergency alignment procedure and Timer T4 (Pe)

PRE-TEST CONDITIONS: Link out of service

CONFIGURATION: 1 , TYPE OF TEST: VAT

EXPECTED SIGNAL UNIT SEQUENCE:

SP B SP A
Link ) Link
< 1 -0 SIOS
1-0 SIOS >
: set EM
: start
< 1-0 SIO
1 -0 SIO >
< 1 -0 SIE
1 -0 SIE >
T4 (Pe)
< - . 1-0 FISU

TEST DESCRIPTION

1. Check correct emergency alignment procedure is performed.
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MTP, LEVEL 2

TEST NUMBER: 1.22 PAGE: 1OF1

REFERENCE: Q.703 § 7 STD: Fig. 9

TITLE: Link State Control — Expected signal units/orders

SUB TITLE: Individual end sets emergency

PURPOSE: To check emergency alignment procedure, Emergency set at the other end

PRE-TEST CONDITIONS: Link out of service

CONFIGURATION: 1 TYPE OF TEST: VAT

EXPECTED SIGNAL UNIT SEQUENCE:

Link
1 -0
1 -0
1-0

SP B SP A
Link
< 1 -0~ S10S
SIOS >
SIO >
. start
< 1-0 N (6]
SIE >
< 1-0 SIN
T4 (Pe)
< 1-0 FISU

TEST DESCRIPTION

Emergency alignment set at B.
Start alignment at A.

Check that alignment occurs with the emergency proving period.
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MTP, LEVEL 2

TEST NUMBER: 1.23 PAGE: 1OF1

REFERENCE: Q.703 § 7 STD: Fig. 9

TITLE: Link State Control — Expected signal units/orders

SUB TITLE: Set emergency during normal proving

PURPOSE: To test that setting emergency during normal proving stops normal proving and starts the emergency proving

PRE-TEST CONDITIONS: Link out of service

CONFIGURATION: 1 } TYPE OF TEST: VAT

EXPECTED SIGNAL UNIT SEQUENCE:

SP B SP A
Link Link
< 1-0 SIOS
1-0 SIOS >
. start
. < - 1-0 SIO
1-0 SIO >
< - — 1-0 SIN
1-0 SIN >
: set EM
v < 1-0 SIE
1-0 SIN >
T4 (Pe)
< 1-0 FISU

TEST DESCRIPTION

1. Set emergency during normal proving period at A.
2. Check A sends SIE.
3. Repeat test in reverse direction.
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MTP, LEVEL 2

TEST NUMBER: 1.24 PAGE: 1OF1

REFERENCE: Q.703 § 7 STD: Fig. 9

TITLE: Link State Control — Expected signal units/orders

SUB TITLE: No SIO sent during emergency alignment

PURPOSE: To ensure that emergency alignment still occurs when SIE is received following SIOS

PRE-TEST CONDITIONS: Link out of service

CONFIGURATION: 1 ' TYPE OF TEST: VAT

EXPECTED SIGNAL UNIT SEQUENCE:

SP B Sp A

Link Link
< 1-0 SIOS
1-0 SIOS >
. set EM
. start
< 1-0 SIO
1-0 SIE >
< 1-0 SIE
T4 (Pe)
< 1-0 FISU

TEST DESCRIPTION

1. Set emergency and start link at A.
2. A receives SIE after sending SIO.
3. Check that link aligns OK after emergency proving.
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MTP, LEVEL 2

TEST NUMBER: 1.25 PAGE: 1OF1

REFERENCE: Q703§7 STD: Fig. 8; Fig. 9

TITLE: Link State Control — Expected signal units/orders

SUB TITLE: Deactivation during initial alignment

PURPOSE: To test the response to the receipt of the stop command while in the initial alignment state (initial alignment is
Not Aligned State) )

PRE-TEST CONDITIONS: Link out of service

CONFIGURATION: 1 TYPE OF TEST: VAT, CPT

EXPECTED SIGNAL UNIT SEQUENCE:

SP B Sp A
Link Link
< 1-0 SI0S
1-0 SIOS >
. start
< 1-0 SIO
: wait 5 secs.
: stop
< 1 -0 SIOS

TEST DESCRIPTION

1. Check that alignment ceases after Stop command given.
2. The stop command must be issued before timer T2 expires.
3. Timer T2 shall be in the range 5 secs to 150 secs.
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MTP, LEVEL 2

TEST NUMBER: 1.26

PAGE:

10F1

REFERENCE: Q.703 § 7 STD: Fig. 8; Fig. 9

TITLE: Link State Control — Expected signal units/orders

SUB TITLE: Deactivation during aligned state

PURPOSE: To test the response to the receipt of the stop command while in the initial alignment state (initial alignment is

aligned state).

PRE-TEST CONDITIONS: Link out of service

CONFIGURATION: 1

TYPE OF TEST: VAT

EXPECTED SIGNAL UNIT SEQUENCE:

SP B Sp A
Link Link
< 1-0 SI0S
1-0 SIOS >
. start
< 1-0 SIO
1-0 SIO >
< 1-0 SIN
: stop
< 1-0 SI0S
TEST DESCRIPTION
1. Check that alignment ceases after STOP command given.
2. The stop command must be issued before timer T3 expires.
3. Timer T3 shall be in the range 1 sec to 1.5 secs.
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MTP, LEVEL 2

TEST NUMBER: 1.27 PAGE: 10OF1

REFERENCE: Q.703 §§ 7, 8 STD:  Fig. 8

TITLE: Link State Control — Expected signal units/orders

SUB TITLE: Deactivation during aligned not ready

PURPOSE: To check the response following normal alignment when PO has been set

PRE-TEST CONDITIONS: Link out of service

CONFIGURATION: 1 TYPE OF TEST: VAT

EXPECTED SIGNAL UNIT SEQUENCE:

SP B - SP A
Link Link
< 1-0 SIOS
1 -0 S10S >
. set LPO
: start
< 1-0 SIO
1-0 SIO >
< 1 -0 SIN
1 -0 SIN - >
< 1-0 STPO
. stop
< 1 -0 SI0S

TEST DESCRIPTION

1. Soon after alignment completes, A enters “Aligned not ready”.
2. Before alignment completes at B, stop command is given at A.
3. | Check that A enters “Out of service” state.

4. Repeat test with LPO set at B.
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MTP, LEVEL 2

TEST NUMBER: 1.28 PAGE: 1O0OF1

REFERENCE: Q.703 § 7 STD: Fig. 8; Fig. 14

TITLE: Link State Control — Expected signal units/orders

SUB TITLE: SIO received during link in service

PURPOSE: To check the deactivation of a signalling link from the “In Service” state.

PRE-TEST CONDITIONS: Link in service

CONFIGURATION: 1 TYPE OF TEST: VAT

EXPECTED SIGNAL UNIT SEQUENCE:

SP B SP A
Link Link
1 -0 FISU >
' < 1-0 FISU
1 -0 SIO >
< 1-0 SIOS

TEST DESCRIPTION

1. SIO is sent to A during link in service.

2. Check that an “in service” link can be taken out of service at A.
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MTP, LEVEL 2

TEST NUMBER: 1.29 PAGE: 10F1

REFERENCE: Q.703 § 7 STD: Fig. 8; Fig. 14

TITLE: Link State Control — Expected signal units/orders

SUB TITLE: Deactivation during link in service

PURPOSE: To check the deactivation of a signalling link from the “In service” state

PRE-TEST CONDITIONS: Link in service

CONFIGURATION: 1 TYPE OF TEST: VAT, CPT

EXPECTED SIGNAL UNIT SEQUENCE:

SP B ) SP A

Link Link
1-0 FISU >
< 1-0 FISU
1 stop
1-0 S10S >
< 1-0 SIOS

TEST DESCRIPTION

1. Check that an “In service” link can be taken out of service by command at B.

2. Repeat test, command given at A.
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MTP, LEVEL 2

TEST NUMBER: 1.30

PAGE:

10F1

REFERENCE: Q.703 §§ 7, 8 STD: Fig. 10

TITLE: Link State Control — Expected signal units/ orders

SUB TITLE: Deactivation during LPO

~PURPOSE: To check the response to the stop command during LPO

PRE-TEST CONDITIONS: Link in service

CONFIGURATION: 1

TYPE OF TEST: VAT

EXPECTED SIGNAL UNIT SEQUENCE:

SP B SP A
Link Link
< 1-0 FISU
1-0 FISU >
: set LPO
< 1-0 SIPO
1-0 FISU ‘ >
: stop
< 1-0 SIOS .
TEST DESCRIPTION
1. SIPO sent from A, stop command given at A, check link enters out of service state.
2. Repeat test, SIPO sent from B, stop command at B, check link enters out of service state.
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MTP, LEVEL 2

TEST NUMBER: 131

PAGE: 1O0F1

REFERENCE: Q.703 §§ 7, 8 STD: Fig. 10

TITLE: Link State Control — Expected signal units/orders

SUB TITLE: Deactivation during RPO

PURPOSE: To test the response to the stop command during‘RPO

PRE-TEST CONDITIONS: Link in service

CONFIGURATION: 1 ' )

TYPE OF TEST:

VAT

EXPECTED SIGNAL UNIT SEQUENCE:

SP B SP A
Link Link
1-0 FISU >
< 1-0 FISU
1-0 SIPO >
. stop
< 1-0 SIOS
TEST DESCRIPTION
1. SIPO received at A, stop command given at A, check link enters out of service state.
2. Repeat test, SIPO received at B, stop command given at B, check link enters out of service state.
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MTP, LEVEL 2

TEST NUMBER: 1.32 PAGE: 1OF1

REFERENCE: Q.703 §§ 7, 10.3 STD: Fig. 8; Fig. 9

TITLE: Link State Control — Expected signal units/orders

SUB TITLE: Deactivation during the proving period

PURPOSE: To test the response to the receipt of SIOS during the proving period

PRE-TEST CONDITIONS: Link out of service

CONFIGURATION: 1 TYPE OF TEST: VAT, CPT

EXPECTED SIGNAL UNIT SEQUENCE:

SP B SP A
Link Link
< _ 1-0 SIOS
1 -0 SIOS >
. start
< 1-0 SIO
1 -0 SIO >
< 1 -0 SIN
1 -0 SIN >
. stop
1 -0 SIOS >
< - 1-0 SIOS

TEST DESCRIPTION

1. Check link enters out of service state when SIOS is received at A during the proving period.

2. Repeat test, SIOS received at B during proving period.
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MTP, LEVEL 2

TEST NUMBER: 1.33 PAGE: 1OF 1

REFERENCE: Q.703 § 7 STD: Fig. 8

TITLE: Link State Control — Expected signal units/orders

SUB TITLE: SIO received instead of FISUs

PURPOSE: To check the response to the receipt of SIO instead of FISUs in the aligned ready state

PRE-TEST CONDITIONS: Link out of service

CONFIGURATION: 1 TYPE OF TEST: VAT

EXPECTED SIGNAL UNIT SEQUENCE:

SP B SP A
Link Link

< S 1-0 SIOS
1-0 SIOS >

: start

< 1-0 SIO
1 -0 SIO >

< 1-0 SIN
1 -0 SIN >

< 1-0 FISU
1-0 SIO >

< 1 -0 SIOS

TEST DESCRIPTION

1. Check link enters out of service state when SIO is received at A instead of FISUs in the aligned ready state.
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MTP, LEVEL 2

TEST NUMBER: 1.34

PAGE: 1 OF 1

REFERENCE: Q.703 § 7 STD: Fig. 8

TITLE: Link State Control — Expected signal units/orders

SUB TITLE: SIOS received instead of FISUs

PURPOSE: To check the response to the receipt of SIOS instead of FISUs in the aligned ready state

PRE-TEST CONDITIONS: Link out of service

CONFIGURATION: 1

TYPE OF TEST: VAT

EXPECTED SIGNAL UNIT SEQUENCE:

SP B SP A
Link Link
< 1-0 SIOS
1-0 SIOS >
: start
< 1-0 SIO
1-0 SIO >
< 1-0 SIN
1-0 SIN >
< 1-0 FISU
_ : stop
1-0 SI1I0S >
< 1-0 SIOS
TEST DESCRIPTION
1. Check link enters out of service state when SIOS is received at A instead of FISUs in the aligned ready state.
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MTP, LEVEL 2

TEST NUMBER: 1.35 PAGE: 10OF 1

REFERENCE: Q.703 §§ 7, 8 STD: Fig. 8

TITLE: Link State Control — Expected signal units/orders

SUB TITLE: SIPO received instead of FISUs

PURPOSE: To check the response to the receipt of SIPO instead of FISUs in the aligned ready state

PRE-TEST CONDITIONS: Link out of service

CONFIGURATION: 1 TYPE OF TEST: VAT

EXPECTED SIGNAL UNIT SEQUENCE:

SP B ' SP A
Link Link
< 1-0 S10S
1 -0 SIOS >
. start
< 1.—-0 SIO
1-0 S1O >
. < 1-0 SIN
1-0 SIN - >
< 1-0 FISU
. set LPO
1-0 SIPO >
< 1-0 FISU

TEST DESCRIPTION

1. Check link enters processor outage state when SIPO received at A instead of FISUs in the aligned ready state.

178 Fascicle VI.9 — Rec. Q.781



MTP, LEVEL 2

TEST NUMBER: 2.1 PAGE: 1OF1

REFERENCE: Q.703 §§ 7, 11 STD: Fig. 8

TITLE: Link State Corntrol — Unexpected signal units/orders

SUB TITLE: Unexpected signal units/orders in “Out of service” state

PURPOSE: To check that the unexpected signal units/orders are ignored

PRE-TEST CONDITIONS: Link out of service

CONFIGURATION: 1 . TYPE.OF TEST: VAT

EXPECTED SIGNAL UNIT SEQUENCE:

Link
1-0
1 -0
1-0
1-0

SP B SP A
Link
< 1-0 SIOS
SIOS >
XXX >
yyy
. start
< 1-0 SIO
SI10 >
< 1-0 SIN
SIN >
< 1 -0 FISU
FISU > '

TEST DESCRIPTION

Check that the unexpected signal units xxx received from B are ignored without impact on the system. xxx are
successively SIO, SIN, SIE, SIPO, SIB, aberrant LSSU (non-existing status, one and two octects), FISU and
MSU. v

Check that the unekpected orders yyy = Stop from level 3 are ignored without impact on system (if applicable).
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MTP, LEVEL 2

TEST NUMBER: 2.2

PAGE: 10OF1

REFERENCE: Q.703 §§ 7, 11 STD: Fig. 9

TITLE: Link State Control — Unexpected signal units/orders

SUB TITLE: Unexpected signal units/orders in “Not aligned” state

PURPOSE: To check that unexpected signal units/orders are ignored

PRE-TEST CONDITIONS: Link out of service

successively clear EM and start (if applicable).

CONFIGURATION: 1 TYPE OF TEST: VAT
EXPECTED SIGNAL UNIT SEQUENCE:
SP B SP A
Link Link
< 1-0 SIOS
1-0 SIOS >
. start
< 1-0 SIO .
XXX >
yyy
1-0 SIO >
<- 1-0 SIN
1-0 SIN >
< 1-0 FISU
1-0 FISU >
TEST DESCRIPTION
1. Check that the unexpected signal unit xxx received from B are ignored without impact on the system. xxx are
successively SIOS, SIPO, SIB, aberrant LSSU, FISU and MSU.
2. Check that the unexpected orders yyy received from Level 3 are ignored without impact on the system. yyy are
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MTP, LEVEL 2

TEST NUMBER: 2.3

PAGE: 1O0F1

REFERENCE: Q.703 §§ 7, 11 STD: Fig. 9

TITLE: Link State Control — Expected signal units/orders

SUB TITLE: Unexpected signal units/orders in “Aligned” state

PURPOSE: To check that unexpected signal units/orders are ignored

PRE-TEST CONDITIONS: Link out of service

CONFIGURATION: 1

TYPE OF TEST: VAT

EXPECTED SIGNAL UNIT SEQUENCE:

Sp B SP A
Link Link
. < 1-0 SIOS
1-0 SIOS >
© start
< 1-0 SIO
1-0 SIO >
< 1-0 SIN
XXX >
yyy
1 -0 SIN : S— >
< 1-0 FISU
1-0 FISU >
TEST DESCRIPTION
1. Check that the unexpected signal units xxx received from B are ignored without impact on the system. xxx are
successively SIO, SIPO, SIB, aberrant LSSU, FISU and MSU.
2, Check that the unexpected orders yyy received from Level 3 are ignored without impact on the system. yyy are

successively clear EM and start (if applicable).
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MTP, LEVEL 2

TEST NUMBER: 2.4 PAGE: 10F 1

REFERENCE: Q.703 §§ 7, 11 STD: Fig. 9

TITLE: Link State Control ~ Unexpected signal units/orders

SUB TITLE: Unexpected signal units/orders in “Proving” state

PURPOSE: To check that unexpected signal units/orders are ignored

PRE-TEST CONDITIONS: Link out of service

CONFIGURATION: 1 TYPE OF TEST: VAT

~ EXPECTED SIGNAL UNIT SEQUENCE:

SP B SP A
Link Link
< 1-0 SI0S
1 -0 SIOS >
: start
< 1-0 SIO
1-0 ~ SIO >
< 1-0 SIN
1-0 SIN >
XXX >
yyy
< 1-0 FISU
1i-0 FISU >

TEST DESCRIPTION

1. Check that the unexpected signal units xxx received from B are ignored without impact on the system. xxx are
successively SIPO, SIB, aberrant LSSU, FISU and MSU.

2. Check that the unexpected orders yyy received from Level 3 are ignored without impact on the system. yyy are
successively clear EM and start (if applicable).

Note — The reception of SIB in “Initial alignment” state may possibly cause link failure after transferring to “In
service” state because of the T6 expiration. :
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MTP, LEVEL 2

TEST NUMBER: 2.5 PAGE: 10OF1

REFERENCE: Q.703 §§ 7, 11 STD: Fig. 8

TITLE: Link State Control — Unexpected signal units/orders

SUB TITLE: Unexpected signal units/orders in “Aligned ready” state

PURPOSE: To check that unexpected signal units/orders are ignored

PRE-TEST CONDITIONS: Link out of service

CONFIGURATION: 1 TYPE OF TEST: VAT

EXPECTED SIGNAL UNIT SEQUENCE: |

SP B v SP A
Link Link
< - 1-0 S10S
1 -0 SIOS >
. start
< 1—0 ‘ S1I0
1 -0 SIO - - >
< 1-0 SIN
1 -0 SIN >
< 1-0 FISU
XXX >
yyy
1 -0 FISU . ‘- >

TEST DESCRIPTION

1. Check that the unexpected signal units xxx received from B are ignored without impact on the system. xxx are
successively SIB and aberrant LSSU.

2. Check that the unexpected orders yyy received from level 3 are ignored without. impact on the system. yyy are
successively set EM, clear EM, clear LPO and Start (if applicable). )

Note — The reception of SIB in “Aligned ready” state may possibly cause link failure after transferring to “In
service” state because of the T6 expiration. '

Fascicle VI.9 — Rec. Q.781

183



MTP, LEVEL 2

TEST NUMBER: 2.6 ' PAGE: 1O0OF 1

REFERENCE: Q.703 §§ 7, 11 STD: Fig. 8

TITLE: Link State Control — Unexpected signal units/orders

SUB TITLE: Unexpected signal units/orders in “Aligned not ready” state

PURPOSE: To check that unexpected signal units/orders are ignored

PRE-TEST CONDITIONS: Link out of service

CONFIGURATION: | TYPE OF TEST: VAT

EXPECTED SIGNAL UNIT SEQUENCE:

SP B ) SP A
Link Link
< 1-0 SI0S
1-0 SIOS >
. . set LPO
, . start
< 1-0 SIO
1-0 SIO >
< 1-0 SIN
1-0 SIN v >
< 1-0 SIPO
XXX . >
yyy
1-0 FISU >
< 1-0 SIPO

TEST DESCRIPTION

1. Check that the unexpected signal units xxx received from B are ignored without impact on the system. xxx are
successively SIB and aberrant LSSU. )

2. Check that the unexpected orders yyy received from level 3 are ignored w1thout 1mpact on the system yyy are
| successively set EM, clear EM, clear LPO and Start (if applicable).
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MTP, LEVEL 2

TEST NUMBER: 2.7 PAGE: 1OF 1

REFERENCE: Q.703 §§ 7, 11 STD: Fig. 8

TITLE: Link State Control — Unexpected signal units/orders

SUB TITLE: Unexpected signal units/orders in “In service” state

PURPOSE: To check unexpected signal units/orders are ignored

PRE-TEST CONDITIONS: Link in service

CONFIGURATION: 1 - TYPE OF TEST: VAT

EXPECTED SIGNAL UNIT SEQUENCE:

SP B Sp A

Link Link
< 1-0 FISU
1-0 FISU - >
aberrant LSSU >
yyy
< ' 1-0 FISU
1-0 FISU >

TEST DESCRIPTION

1. Check that'an aberrant LSSU received from B is ignored without impact on the system.

2. Check that the unexpected orders yyy received from level 3 are ignored without impact on the system. yyy are
successively set EM, clear EM, clear LPO and Start (if applicable).
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MTP, LEVEL 2

TEST NUMBER: 2.8 ‘ PAGE: 10OF1

REFERENCE: Q.703 §§ 7, 11 STD: Fig. 8

TITLE: Link State Control — Unexpected signal units/orders

SUB TITLE: Unexpected signal units/orders in “Processor outage” state

PURPOSE: To check that the unexpected signal units/orders are ignored

PRE-TEST CONDITIONS: Link in service

CONFIGURATION: 1 } TYPE OF TEST: VAT

EXPECTED SIGNAL UNIT SEQUENCE:

SP B ) SP A
Link Link
. : set LPO
< 1-0 SIPO
XXX >
yyy
1 -0 FISU >

TEST DESCRIPTION

1. Check that the unexpected signal units xxx received from A are ignored without impact on the system. xxx are
successively SIB and aberrant LSSU. )

2. Check that the une’Xpected orders yyy received from level 3 are ignored without impact on the system. yyy are
successively set EM, clear EM and Start (if applicable).
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MTP, LEVEL 2

TEST NUMBER: 3.1 : : PAGE: 1OF1

REFERENCE: Q.703 §§ 4, 10.2 STD: Fig. 8

TITLE: Transmission failure

SUB TITLE: Link aligned ready (Breyak Tx path)

PURPOSE: To test the response to a transmission failure — detected by SUERM — when in “Aligned ready” state

PRE-TEST CONDITIONS: Link out of service

CONFIGURATION: 1 TYPE OF TEST: VAT

EXPECTED SIGNAL UNIT SEQUENCE:

SP B SP A
Link Link
< 1-0 SIOS
1 -0 SI0S >
: start
< - 1-0 SIO
1-0 SIO >
. < 1—-0 SIN
1 -0 SIN > )
< t—-0 FISU
: break Tx
< 1-0 SIOS

TEST DESCRIPTION

1. Break Tx path at B when in “Aligned ready” state, check that the SUERM detects the failure and the link is taken

out of service.

2. Repeat test, break Tx at A.

Fascicle ‘'VI.9 — Rec. Q.781

187



MTP, LEVEL 2

TEST NUMBER: 3.2 . PAGE: 1OF1

REFERENCE: Q.703 § 5.3 STD: Fig. 8

TITLE: Transmission failure

SUB TITLE: Link aligned ready (Corrupt FIBs — Basic)

PURPOSE: To check the response to a link failure after corruption of two FIBs — detected by reception control — while
in Aligned ready State.

PRE-TEST CONDITIONS: Aligned ready

CONFIGURATION: 1 TYPE OF TEST: VAT

EXPECTED SIGNAL UNIT SEQUENCE:

SP B SP A

Link Link
< 1-0 FISU
1-0 FISU corrupt FIB >
(FIB+ FSN =7F)
1-0 FISU corrupt FIB >
(FIB+FSN=7F)
< 1-0 SIOS
TEST DESCRIPTION
1. Check that receipt of two FISUs at A with corrupt FIB’s at link aligned ready state causes the link to be taken out

of service.
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MTP, LEVEL 2 .

TEST NUMBER: 3.3 PAGE: 1OF1

REFERENCE: Q.703 §§ 8, 10.3 STD: Fig. 8

TITLE: Transmission failure

SUB TITLE: Link aligned not ready (Break Tx path)

PURPOSE: To test the response to a break in the transmission path — detected by SUERM - in “Aligned not ready”
state

PRE-TEST CONDITIONS: Link out of service

CONFIGURATION: 1 : TYPE OF TEST: VAT

EXPECTED SIGNAL UNIT SEQUENCE:

SP B SP A
Link Link
< 1-0 SIOoS
1-0 SIOS >
: set LPO
. start
< - 1-0 SIO
1-0 SIO >
< 1-0 SIN
1-0 SIN >
< 1-0 SIPO
. break Tx
< 1-0 SIOS

TEST DESCRIPTION

1. Set LPO at A.

2. Start link alignment at A.

3. In link aligned not ready state break Tx at B and check link is taken out of service.
4. Repeat test for B with break in Tx at A, check link is taken out of service.

5. The Tx path must be broken before Timer T1 expires.
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MTP LEVEL 2

TEST NUMBER: 3.4

| PAGE:

10F1

REFERENCE: Q.703 § 5.3, 8 STD: Fig. 8

TITLE: Transmission failure

SUB TITLE: Link aligned not ready (Corrupt FIBs — Basic)

PURPOSE: To check the response to a link failure after corruption of two FIBs — detected by reception control — while

in “Aligned not ready”

PRE-TEST CONDITIONS: Link out of service

CONFIGURATION: 1

TYPE OF TEST: VAT

EXPECTED SIGNAL UNIT SEQUENCE:

Sp B SP A
Link Link
< 1-0 SIOS
1-0 SIOS >
: set LPO
. start
< 1-0 SIO
1-0 S10 >
< 1-0 SIN
1-0 SIN >
< 1-0 SIPO
1-0 FISU corrupt FIB >
(FIB+FSN=T7F)
1-0 FISU corrupt FIB >
(FIB+FSN =7F)
< 1-0 SIOS
. TEST DESCRIPTION
1. Set LPO at A.
2. Start link alignment at A.
3. Send two corrupt FISUs (corrupt FIBs) on link aligned not ready.
4, Check link is taken out of service at A.
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MTP LEVEL 2

TEST NUMBER: 3.5

PAGE: 1OF1

REFERENCE: Q.703 § 4, 10.2 STD: Fig. 8

TITLE: Transmission failure

SUB TITLE: Link in service (Break Tx path)

PURPOSE: To test the response to a transmission failure when the link is “In service”

PRE-TEST CONDITIONS: Link in service

CONFIGURATION: 1

TYPE OF TEST: VAT, CPT

EXPECTED SIGNAL UNIT SEQUENCE:

SP B SP A
Link Link
< 1 -0 FISU
1-0 FISU >
: break Tx A
< SI0S
TEST DESCRIPTION
1. Break Tx at B, check SIOS returned from A.

2. Repeat test, break at A.
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MTP LEVEL 2

TEST NUMBER: 3.6 PAGE: 1OF 1

REFERENCE: Q.703 § 5.3 STD: Fig. 8

TITLE: Transmission failure

SUB TITLE: Link in service (Corrupt FIBs — Basic)

PURPOSE: To check the response to a link failure after corruption of two FIBS — detected by reception control — while
“In service” v

PRE-TEST CONDITIONS: ; Link in service

CONFIGURATION: 1 TYPE OF TEST: VAT

EXPECTED SIGNAL UNIT SEQUENCE:

Sp B Sp A
Link . Link
< : ' 1-0 FISU
1-0 FISU >
(FIB+ FISN =FF)
1-0 " FISU corrupt FIB >
(FIB+ FSN=7F)
1-0 FISU corrupt FIB >
(FIB + FSN=7F)
< 1-0 SIOS
TEST DESCRIPTION
1. Check that receipt of two FISUs at A with corrupt FIBs at link in service state causes the link to be taken out of

service.
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MTP LEVEL 2

TEST NUMBER: 3.7 PAGE: 1OF 1

REFERENCE: Q.703 § 8, 10.2 STD: Fig. 8

TITLE: Transmission failure

SUB TITLE: Link in processor outage (Break Tx path)

PURPOSE: To test the response to-a transmission failure when the link is “Processor outage”

PRE-TEST CONDITIONS: Link in service

CONFIGURATION: 1 ) TYPE OF TEST: VAT

EXPECTED SIGNAL UNIT SEQUENCE:

SP B SP A
Link Link
< 1-0 FISU
1-0 FISU >
: set LPO
< 1-0 SIPO
: break Tx

< 1-0 SIOS

TEST DESCRIPTION

1. Break Tx path at B when in “Processor outage” state, check that the SUERM detects. the failure and the link is
taken out of service.

2. Repeat test, break TX at A.
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MTP LEVEL 2

TEST NUMBER: 3.8 PAGE: 10OF1

REFERENCE: Q.703 § 5.3, 8 STD: Fig. 8

TITLE: Transmission failure

SUB TITLE: Link in processor outage (Corrupt FIBs — Basic)

PURPOSE: To check the response to a link failure after corruption of two FIBs — detected by reception control — while
in “Processor outage”

PRE-TEST CONDITIONS: Link in service

CONFIGURATION: 1 . TYPE OF TEST: VAT

EXPECTED SIGNAL UNIT SEQUENCE:

SP B SP A
Link Link
< 1-0 FISU
1-0 FISU >
: set LPO
< 1-0 SIPO
1-0 ~ FISU corrupt FIB >
(FIB+ FSN=7F) )
1-0 FISU corrupt FIB >
(FIB+ FSN=7F)
< 1-0 SIOS
TEST DESCRIPTION
1. Check that receipt of two FISUs at A with corfupt FIBs on processor outage state causes the link to be taken out

of service.
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MTP LEVEL 2

TEST NUMBER: 4.1

PAGE: 1OF1

REFERENCE: Q703 § 8 STD: Fig. 10

TITLE: Processor outage control

SUB TITLE: Set and clear LPO while link in service

PURPOSE: To check the ability to perform correctly when LPO is set and recovered

PRE-TEST CONDITIONS: Link in service

CONFIGURATION: 1

TYPE OF TEST: VAT

EXPECTED SIGNAL UNIT SEQUENCE:

SP B SP A
Link Link
< 1-0 FISU
1-0  FISU >
: set LPO
< 1-20 SIPO
: clear LPO
< 1 - FISU
< 1 - MSU
(FIB+ FSN =80)
- TEST DESCRIPTION
1. Set LPO at A while link in service.
2. Check message is discarded.
3. Clear LPO at A.
4. Check MSU is sent correctly.
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MTP LEVEL 2

TEST NUMBER: 4.2

PAGE: 10F1

REFERENCE: Q.703 § 8 STD: Fig. 10

TITLE: Processor outage control

SUB TITLE: RPO during LPO

PURPOSE: To test the response to RPO is set and cleared when “LPO”

PRE-TEST CONDITIONS: Link in service. PO set at B

CONFIGURATION: 1

TYPE OF TEST:

VAT

EXPECTED SIGNAL UNIT SEQUENCE:

SP B
Link
< -
1 -0~ SIPO >
<
: clear LPO
1-0 FISU >
<

Link
1-0
1-0
1 -0

SP A

: set LPO
SIPO

SIPO

SIPO

TEST DESCRIPTION

1. Set LPO at A.
2. Clear LPO at B.
3. Check is SIPO sent from A.
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MTP LEVEL 2

TEST NUMBER: 43

PAGE:

10F1

REFERENCE: Q.703 § 8 STD: Fig. 10

TITLE: Processor outage control

SUB TITLE: Clear LPO when “Both processor outage”

PURPOSE: To test the response to LPO, RPO recovered when “Both processor outage”

PRE-TEST CONDITIONS: PO set at A and B

CONFIGURATION: 1

TYPE OF TEST: VAT

EXPECTED SIGNAL UNIT SEQUENCE:

SP B
Link
<
1-0 SIPO >
<
. clear LPO
1-0 FISU . >
' <

Link
1 -0
1 -0
1-0

SIPO

: clear LPO

FISU

FISU

TEST DESCRIPTION

1. Clear LPO at A.
2. Clear LPO at B.
3. Check is FISU sent from A.
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MTP LEVEL 2

TEST NUMBER: 5.1 PAGE: 1OF1

REFERENCE: Q.703 § 4.1 STD: Fig. 11

TITLE: SU delimitation, alignment, error detection and correction

SUB TITLE: More than seven ’1’s between MSU opening and closing flags

PURPOSE: To test the signal unit delimitation; alignment, and error detection action on receipt of an MSU containing
seven or more consecutive ’1’s

PRE-TEST CONDITIONS: Link in service

CONFIGURATION: 1 . TYPE OF TEST: VAT

EXPECTED SIGNAL UNIT SEQUENCE:

SP B ) . SP A
Link Link
< 1-0 FISU
1-0 FISU >
1-0 corrupt MSU >

(FIB+FSN=280)
(containing seven
consecutive ’1’s)

< : 1-0 FISU
) (BSN unchanged)
1-0 FISU >

TEST DESCRIPTION

1. Send a corrupt MSU at B containing seven consecutive 1’s.
2. Check that A discards the signal unit, and goes into octet counting mode.
3. On reception of a correct FISU, check that A leaves the octet counting mode and remains in the “in service” state.
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MTP LEVEL 2

TEST NUMBER: 5.2 PAGE: 1 OF1

REFERENCE: Q.703 § 4.1 STD: Fig. 11

TITLE: SU delimitation, alignment, error detection and correction

SUB TITLE: Greater than maximum signal unit length

PURPOSE: To test the signal unit delimitation, alignment, error detection action on receipt of signal unit greater than the
maximum length

PRE-TEST CONDITIONS: Link in service

CONFIGURATION: 1 TYPE OF TEST: VAT

EXPECTED SIGNAL UNIT SEQUENCE:

SP B . SP A
Link Link
< 1-0 FISU
1-0 FISU >
1-0 corrupt MSU >

(FIB + FSN =80)
(signal unit length
> max. allowed)
< 1-0 FISU
(BSN unchanged)

1—-0  FISU >

TEST DESCRIPTION

1. Send corrupt MSU at B with maximum length plus extra bits and good sumcheck.
2. Check A discards the signal unit, and goes into octet counting mode.
3. On reception of a correct FISU, check that A leaves the octet counting mode and remains in the “in service” state.
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MTP LEVEL 2

TEST NUMBER: 5.3 PAGE: 1O0F i

REFERENCE: Q.703 § 4.1 STD: Fig. 11

TITLE: SU delimitation, alignment, error detection and correction

SUB TITLE: Below minimum signal unit.length

PURPOSE: To test the signal unit delimitation, alignment and error detection action on receipt of signal unit less than the
minimum length

PRE-TEST CONDITIONS: Link in service

CONFIGURATION: 1 TYPE OF TEST: VAT

EXPECTED SIGNAL UNIT SEQUENCE:

SP B Sp A
Link Link
< 1-0 FISU
(BIB+BSN=FF)
-1 -0 FISU >
1-0 corrupt MSU >

(FIB + FSN =80)
(signal unit less
than 6 octets)

< 1-0 FISU
(BSN unchanged)

1-0 FISU : >

TEST DESCRIPTION |

1. Generate a corrupt MSU at B of less than 6 octets (i.e. less than 5 octets between flags).
2. Check A discards the signal unit, and goes into octet counting mode.
3. " On reception of a correct FISU, check that A leaves the octet counting mode and remains in the “in service” state.
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MTP LEVEL 2

TEST NUMBER: 54

PAGE: 1O0OF1

REFERENCE: Q.703 § 2 STD: Fig. 11

TITLE: SU delimitation, alignment, error detection and correction

SUB TITLE: Reception of single and multiple flags between FISUs

PURPOSE: To check that single and multiple flags between FISUs can be received

PRE-TEST CONDITIONS: Link in service

CONFIGURATION: 1

TYPE OF TEST: VAT

EXPECTED SIGNAL UNIT SEQUENCE:

SP B SP A
Link Link
1-0 FISU
case 1 m
case 2 | FISU FF FISU | F: Flag
n(=>2) n=number of flags
1-0 FISU
TEST DESCRIPTION
1. Check Fhat single and n flags, case 1 and case 2 respectively, can be received.
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MTP LEVEL 2

TEST NUMBER: 5.5 PAGE: 1OF 1

REFERENCE: Q.703 § 2 STD: Fig. 11

TITLE: SU delimitation, alignment, error detection and correction

SUB TITLE: Reception of single and multiple flags between MSUs

PURPOSE: To check that single and multiple flags between MSUs can be received

PRE-TEST CONDITIONS: Link in service

CONFIGURATION: 1 TYPE OF TEST: VAT

EXPECTED SIGNAL UNIT SEQUENCE:

SP B SP A
Link Link
1-0 FISU >
case 1 ‘
case 2 F: Flag
n(=2) n=number of flags
1-0 FISU >
TEST DESCRIPTION
1. Check that single and n flags, case 1 and case 2 respectively, can be received.
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MTP LEVEL 2

TEST NUMBER: 6.1

PAGE: 1OF1

REFERENCE: Q.703 § 10.2 STD: Fig. 11, Fig. 18, Fig. 8

TITLE: SUERM check

SUB TITLE: Error rate of 1 in 256 — Link remains in service

PURPOSE: To check the SUERM at a link error rate of 1 in 256 units

PRE-TEST CONDITIONS: Link in service

CONFIGURATION: 1

TYPE OF TEST: VAT

EXPECTED SIGNAL UNIT SEQUENCE:

SP B SP A
Link Link
< 1 -0 FISU

1-0 FISU

Ct : corrupt 1

in 256
TEST DESCRIPTION

1. Check that “In service” state is maintained. The test should run for several minutes.
2. Ct = the count of corrupted FISUs.

formula (a = number of correct signal units):

1 256 x 64
X = for a < 256
14+ a 256 1
1+ a

2)In this case as a = 255, so x = infinity.

Note —1)The number (x) of corrupt signal units before an SIOS returned is calculated according to the following
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MTP LEVEL 2

TEST NUMBER: 6.2 PAGE: 1 OF1

REFERENCE: Q.703 § 10.2 STD: Fig. 11, Fig. 18, Fig. 8

TITLE: SUERM check

SUB TITLE: Error rate of 1 in 254 — Link out of service

PURPOSE: To check the SUERM at a link error rate of 1 in 254 units

PRE-TEST CONDITIONS: Link in service

CONFIGURATION: 1 TYPE OF TEST:

VAT

EXPECTED SIGNAL UNIT SEQUENCE:

SP B SP A
Link ‘ Link
< 1-0 FISU
1—-0 FISU >
: corrupt 1
in 254
Ct
< 1-0 S10S

TEST DESCRIPTION

1. SIOS should be returned after approx. 8192 corrupt FISUs (eg. CRC error).

2. Ct = the count of corrupted FISUs.
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MTP LEVEL 2

TEST NUMBER: 6.3 PAGE: 1OF 1

REFERENCE: Q.703 § 10.2 STD: Fig. 11, Fig. 18, Fig. 8

TITLE: SUERM check

SUB TITLE: Consecutive corrupted SUs

PURPOSE: To test the SUERM on consecutive corrupted signal units

PRE-TEST CONDITIONS: Link in service

CONFIGURATION: 1 TYPE OF TEST: VAT

EXPECTED SIGNAL UNIT SEQUENCE:

SP B SP A
Link Link
< 1-0 FISU
1-0 FISU ’ >
: corrupt 1
in 1
Ct
< 1-0 SIOS

TEST DESCRIPTION

1. SIOS should be returned after approx. 64 corrupt FISUs (eg. CRC error).

2. Ct = the count of corrupted FISUs.
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MTP LEVEL 2

TEST NUMBER: 6.4

PAGE: 1OF1

REFERENCE: Q.703 § 10.2 STD: Fig. 11, Fig. 18

TITLE: SUERM check

SUB TITLE: Time controlled break of the link

PURPOSE: To check response to a range of time controlled breaks of Tx or Rx

PRE-TEST CONDITIONS: Link in service

CONFIGURATION: 1

TYPE OF TEST: VAT

EXPECTED SIGNAL UNIT SEQUENCE:

Sp B Sp A
Link Link
< 1-0 FISU
1-0 FISU >
: break Tx
: restore Tx
FISU >
< 1-0 FISU
TEST DESCRIPTION
1. Break the transmission link, and restore before level 2 goes out of service. (Break time is less than approx. 128ms
for 64 kbit/s).
2. Check that A enters and leaves the octet counting mode on reception of an FISU.
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MTP LEVEL 2

TEST NUMBER: 7.1 PAGE: 1OF1

REFERENCE: Q.703 § 10.3 STD: Fig. 9, Fig. 11, Fig. 17

TITLE: AERM check

SUB TITLE: Error rate below the normal threshold

PURPOSE: To test the AERM on error rates below the normal threshold

PRE-TEST CONDITIONS: Link out of service

CONFIGURATION: 1 TYPE OF TEST: VAT

EXPECTED SIGNAL UNIT SEQUENCE:

SP B SP A
Link Link
< 1-0 SIOS
1-0 SIOS >
. start
< 1-0 SIO
1-0 SIO >
< 1-0 SIN
1-0 SIN >
1-0 corrupt LSSUs > T4
1-0 SIN > FISU
1-0
<

TEST DESCRIPTION

1. Start link at A.
2. Generate x number of corrupt LSSUs (e.g. CRC error) at B.(x < Tin).
3. Check that the proving period continues and the link aligns successfully.
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MTP LEVEL 2

TEST NUMBER: 7.2

PAGE: 1 OFt

REFERENCE: Q.703 § 103 STD: Fig. 9, Fig. 11, Fig. 17

TITLE: AERM check

SUB TITLE: Error rate at the normal threshold

PURPOSE: To test the AERM at an error rate equal to the normal threshold

PRE-TEST CONDITIONS: Link out of service

CONFIGURATION: 1

TYPE OF TEST: VAT

EXPECTED SIGNAL UNIT SEQUENCE:

SP B Sp A
Link Link
< 1-0 SIOS
1-0 S10S ‘ : >
. start
< 1-0 S10
1-0 S1IO0 ; >
< 1-0 SIN
1-0 SIN >
1-0 corrupt LSSUs ——>
SIN >
T4
< 1-0 FISU
TEST DESCRIPTION
1. Start link at A.
2. Generate x number of corrupt LSSUs (e.g. CRC error) at B.(x = Tin).
3. Check that the proving period is aborted, then restarted and link aligns successfully.
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MTP LEVEL 2

TEST NUMBER: 7.3 PAGE: 1 OF 1

REFERENCE: Q.703 § 10.3 STD: Fig. 9, Fig. 11, Fig. 17

TITLE: AERM check

SUB TITLE: Error rate above the normal threshold

PURPOSE: To test the AERM at an error rate above the threshold over five proving periods

PRE-TEST CONDITIONS: Link out of service

CONFIGURATION: 1 TYPE OF TEST: VAT

EXPECTED SIGNAL UNIT SEQUENCE:

SP B Sp A

Link Link

< 1-0 SIOS
1-0 SIOS >

. start

< 1-0 SIO
1-0 SIO >

< 1-0 SIN
1-0 SIN . >
1-0 corrupt LSSUs >

< 1-0 SIN
1 -0 SIN >
1-0 corrupt LSSUs >

< 1-0 SIN
1-0 - SIN >
1-0 corrupt LSSUs >

< 1-0 SIN -
1-0 SIN >
1-0 corrupt LSSUs >

< 1-0 SIN
1-0 SIN >
1-0 corrupt LSSUs >

< 1-0 SIOS

TEST DESCRIPTION

1. Start link at A.
2. Generate x number of corrupt LSSUs (e.g. CRC error) at B.(x = Tin).
3. Observe that 5 proving period attempts are made before link out of service state.
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MTP LEVEL 2

TEST NUMBER: 74

PAGE: 1OF 1

REFERENCE: Q.703 § 10.3 STD: Fig. 9, Fig. 11, Fig. 17

TITLE: AERM check

SUB TITLE: Error rate at the emergency threshold

PURPOSE: To test the AERM at the emergency threshold

PRE-TEST CONDITIONS: Link out of service

CONFIGURATION: 1

TYPE OF TEST:

VAT

EXPECTED SIGNAL UNIT SEQUENCE:

SP B Sp A
Link Link
< 1 - SIOS
1-0 SIOS >
: start
< 1 - SIO
1-0 SIO >
) < 1 - SIN
1-0 SIE >
1-0 corrupt LSSU >
1-0 SIE >
T4 < 1 - SIN
(Pe)
< 1 - FISU
TEST DESCRIPTION
1. Start link at A, check emergency proving started from B.
2. Generate x number of corrupt LSSUs (e.g. CRC error) at B. (5 > x > Tie).
3. Check that link aligns successfully.
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MTP LEVEL 2

TEST NUMBER: 8.1

PAGE:

10F1

REFERENCE: Q.703 § 5.2

STD: Fig. 13, Fig. 14

TITLE: Transmission and reception control (Basic)

SUB TITLE: MSU transmission and reception

PURPOSE: To check basic MSU transmission and reception

PRE-TEST CONDITIONS: Link in service

CONFIGURATION: 1

TYPE

OF TEST: VAT, CPT

EXPECTED SIGNAL UNIT SEQUENCE:

SP B
Link
<
1-0 FISU >
1-0 MSU >
(FIB + FSN = 80)
(BIB +BSN =FF)
<
1-0 FISU >
(FIB+ FSN =80)
(BIB+ BSN =FF)
<
1-0 FISU >
(FIB + FSN =80)
(BIB+ BSN =80)
<

Link

1-0
1-0
1-0
1-0

SP A

FISU

FISU
(FIB + FSN = FF)
(BIB+BSN =80)

MSU
(FIB + FSN =80)
(BIB+BSN =80)

FISU
(FIB + FSN =80)
(BIB + BSN = 80)

TEST DESCRIPTION

1. Generate an MSU at B.

Generate an MSU at A.

Eal o

Check that A receives the MSU correctly, and returns a positive acknowledgement.

Check that B receives the MSU correctly, and returns a positive acknowledgement.
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MTP LEVEL 2

TEST NUMBER: 8.2

PAGE: 10F1

REFERENCE: Q.703 § 5.3 STD: Fig. 13

TITLE: Transmission and reception control (Basic)

SUB TITLE: Negative acknowledgement of an MSU

PURPOSE: To test the response to a negatively acknowledged MSU

PRE-TEST CONDITIONS: Link in service

CONFIGURATION: 1

TYPE OF TEST: VAT

EXPECTED SIGNAL UNIT SEQUENCE:

SP B Sp A
Link Link
< 1-0 FISU
1 -0 FISU >
< 1 -0 MSU
(FIB+ FSN =80)
<. 1-0 MSU
(FIB+FSN =81)
1-0 FISU >
(BIB+BSN=7F)
< 1 -0 MSU
(FIB+ FSN =00)
< 1-0 MSU
(FIB+FSN=01)
TEST DESCRIPTION
1. Send MSU from A.
2. Reply with negative acknowledgement from B.
3. Check that A retransmits the MSU.
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MTP LEVEL 2

TEST NUMBER: 8.3 PAGE: 10F1

REFERENCE: Q.703 § 5.3 STD: Fig. 13

TITLE: Transmission and reception control (Basic)

SUB TITLE: Check RTB full

PURPOSE: To check that MSUs are buffered when no acknowledgements are received

PRE-TEST CONDITIONS: Link in service

CONFIGURATION: 1 TYPE OF TEST: VAT

EXPECTED SIGNAL UNIT SEQUENCE:

SP B Sp A
Link Link
< 1-0 FISU
1-0 FISU >
(BIB+BSN=FF)
< 1-0 MSU
(FIB + FSN =80)
o
[ J
< 1-0 MSU
(FIB+ FSN =FE)
< 1-0 FISU
(FIB+ FSN =FE)
1-0 FISU >
(BIB+BSN=7F)
< 1t -0 MSU
(FIB+ FSN =00)
®
@
< 1-0 MSU

(FIB+FSN =7E)

TEST DESCRIPTION

1. Generate MSUs at A, at a rate of 100 per second, in order to fill the RTB before the EDA timer T7 expires.

2. No acknowledgements are sent from B until the last message is received, then send negative acknowledgement to
the first message received.

3. Check that the complete contents of the RTB are retransmitted.

Fascicle VI.9 — Rec. Q.781

213




MTP LEVEL 2

TEST NUMBER: 8.4 ) PAGE: 1OF 1

REFERENCE: Q.703 § 5.2 STD: Fig. 14

TITLE: Transmission and reception control (Basic)

SUB TITLE: Single MSU with erroneous FIB

PURPOSE: To ensure correct performance when an MSU with erroneous FIB is received

PRE-TEST CONDITIONS: Link in service

CONFIGURATION: 1 TYPE OF TEST: VAT

EXPECTED SIGNAL UNIT SEQUENCE:

SP B SP A

Link Link

< 1-0 ‘FISU
(BIB+BSN =7F)

1-0 FISU >
(FIB+FSN =7F)

1-0 MSU >
(FIB + FSN =80)

< 1-0 FISU
(BIB+BSN=7F)

1-0 FISU >
(FIB + FSN =00)
1-0 FISU >

(FIB + FSN =00)

< 1-0 FISU
(BIB + BSN =FF)

1 -0 MSU >
(FIB+FSN =80)

< 1-0 FISU
' (BIB+BSN =380)

TEST DESCRIPTION

1. Generate an MSU at B with FIB inverted.

2. Check A discards the MSU.

3. Generate 2 FISUs at B with correct FIB.

4. Check A discards the FISU and negative acknowledgement returned. ‘

5. Check that B retransmits the MSU correctly, and positive acknowledgement returned.
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MTP LEVEL 2

 TEST NUMBER: 8.5 PAGE: 1OF1

REFERENCE: Q.703 § 5.2 STD: Fig. 14

TITLE: Transmission and reception control (Basic)

SUB TITLE: Duplicated FSN

PURPOSE: To test the reception control response to duplicated FSNs

PRE-TEST CONDITIONS: Link in service

CONFIGURATION: 1 TYPE OF TEST: VAT

EXPECTED SIGNAL UNIT SEQUENCE:

SP B Sp A

Link Link

< 1 -0 FISU
r—0 FISU >
1 -0 MSU >

(FIB + FSN =80)

< 1-0 FISU
(BIB + BSN =380)

1 -0 MSU : >
(FIB + FSN =80)

1-0 FISU >
(FIB + FSN =81) :

< 1-0 FISU
(BIB + BSN =00)

1-0 MSU >
(FIB+FSN =01y

< 1 -0 FISU
(BIB+BSN=01)

TEST DESCRIPTION

1. Generate an MSU at B, check A receives the MSU correctly and returns a positive acknowledgement.
2. Duplicate the FSN at B, check that A responds with a negative acknowledgement.
3. Retransmit the MSU with correct FSN, check that A replies with a positive acknowledgement.
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MTP LEVEL 2

TEST NUMBER: 8.6 . PAGE: 1 OF1

REFERENCE: Q.703§52 - STD: Fig 14

TITLE: Transmission and reception control (Basic)

SUB TITLE: Erroneous retransmission — Single MSU

PURPOSE: To test the reception control response to retransmission of a single MSU

PRE-TEST CONDITIONS: Link in service

CONFIGURATION: 1 TYPE OF TEST: VAT

EXPECTED SIGNAL UNIT SEQUENCE:

SP B SP A

Link Link
< 1-0 FISU
(BIB + BSN = FF)

1-0 FISU >

(FIB -+ FSN =FF)
1—0 MSU >

(FIB + FSN = 00)
1 -0 FISU ' >

(FIB + FSN = 80)
1-0 FISU >

(FIB + FSN = 80)

< 1t -0 FISU
(BIB+BSN =7F)

1-0 MSU >
(FIB+ FSN =00)

< 1 -0 FISU
(BIB+BSN=00)

TEST DESCRIPTION

1. A single MSU with FIB inverted in error is sent to A, followed by FISUs with correct FIBs.
2. Check that A returns a negative acknowledgement for the MSU.

3. Retransmit the MSU correctly.

4. Check that A receives the MSU correctly and returns a positive acknowledgement.
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MTP LEVEL 2

TEST NUMBER: 8.7 : PAGE: 1OF1

REFERENCE: Q.703 § 5.3 STD: Fig. 14

. TITLE: Transmission and reception control (Basic)

SUB TITLE: Erroneous retransmission — Multiple FISUs

PURPOSE: To test reception control response to retransmissions of multiple FISUs

PRE-TEST CONDITIONS: Link in service

CONFIGURATION: 1 TYPE OF TEST: VAT

EXPECTED SIGNAL UNIT SEQUENCE:

Sp B - SP A
Link Link
< 1-0 FISU
1-0 FISU >
(FIB+ FSN =FF)
1-0 FISU >
(FIB + FSN =7F)
1-0 FISU >
(FIB + FSN =FF) -
1-0 FISU >
(FIB+FSN=7F)
< 1-0 SIOS
TEST DESCRIPTION
1. Generate FISUs with the FIB inverted at B.
2. Check that A responds with link out of service.
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MTP LEVEL 2

TEST NUMBER: 8.8 . PAGE: 1O0F1

REFERENCE: Q.703 § 5.3 STD: Fig. 14

TITLE: Transmission and reception control (Basic)

SUB TITLE: Single FISU with corrupt FIB

PURPOSE: To test the response to receive an FISU with a corrupt FIB

PRE-TEST CONDITIONS: Link in service

CONFIGURATION: 1 TYPE OF TEST: VAT

EXPECTED SIGNAL UNIT SEQUENCE:

Sp B Sp A

Link Link
< ‘ 1-0 FISU
t-0 FISU >
(FIB+ FSN =FF)
1-0 FISU >
(FIB4+FSN=7F)
< 1-0 FISU
1-0 FISU >
(FIB+ FSN =FF)
< 1-0 FISU
TEST DESCRIPTION
1. Generate one FISU with a corrupt FIB at B, and check that the link status remains in service.
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MTP LEVEL 2

TEST NUMBER: 8.9 PAGE: 1 OF 1

REFERENCE: Q.703 § 5.2 STD: Fig. 10, Fig. 14

TITLE: Transmission and reception control (Basic)

SUB TITLE: Single FISU prior to RPO being set

PURPOSE: To test the response to RPO while in the abnormal FIB state

PRE-TEST CONDITIONS: Link in service

CONFIGURATION: | ' TYPE OF TEST: VAT

EXPECTED SIGNAL UNIT SEQUENCE:

Sp B SP A

Link Link
<-- 1-0 FISU

1-0 FISU >
1-0 FISU (one only) >

(FIB+FSN=7F)
1 -0 SIPO >
1-0 MSU >

(FIB+ FSN =80)
1-0 FISU > 2

(FIB+FSN=280)
1-0 FISU >

(FIB + FSN =80)

< 1-0 FISU
(BIB+BSN =7F)

1-0 MSU >
(FIB + FSN = 00) ‘
< 1 -0 FISU
(BIB + BSN =00)

2 RPO at A has recovered, but this FISU is discarded.

TEST DESCRIPTION

1. Generate one FISU at B with abnormal FIB.
2. Send SIPO from B, followed by an MSU.
3. Check A responds correctly with negative acknowledgement and a retransmission is received corrrectly.
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MTP LEVEL 2

TEST NUMBER: 8.10 PAGE

: 10F1

REFERENCE: Q.703 § 5.3 STD: Fig. 14

TITLE: Transmission and reception control (Basic)

SUB TITLE: Abnormal BSN — single MSU

PURPOSE: To test the response to an abnormal BSN

PRE-TEST CONDITIONS: Link in service

CONFIGURATION: 1 . TYPE

OF TEST: VAT

EXPECTED SIGNAL UNIT SEQUENCE:

SP B
Link Link
< -1 -0
1-0 FISU >
(FIB + FSN = FF)
(BIB + BSN =FF)
1 -0 . MSU - >

(FIB + FSN =380)
(BIB + BSN =BF)

1-0 FISU , > @
(FIB + FSN =80)
(BIB + BSN =FF)

1—-0 FISU >
(FIB+FSN=80) -
(BIB + BSN =FF)

< 1-0
1-0 MSU >
(FIB+ FSN =00)
(BIB + BSN=FF)
< 1-0

3 Though UNB: = 1, abnormal BSNR is not canceled.

Sp A

FISU

FISU
(BIB+BSN =7F)

FISU
(BIB+BSN =00)

TEST DESCRIPTION

1. Generate a single MSU with abnormal BSN at B, followed by FISUs with correct BSN.
2. Check that A responds with a negative acknowledgement.

3. Retransmit the MSU correctly at B.

4. Check that the MSU is received correctly and positive acknowledgement is given.
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MTP LEVEL 2

TEST NUMBER: 8.11 PAGE: 1O0OF 1

REFERENCE: Q.703 § 5.3 STD: Fig. 14

TITLE: Transmission and reception control (Basic)

SUB TITLE: Abnormal BSN — two consecutive FISUs

PURPOSE: To test the response to abnormal BSNs in two consecutive FISUs

PRE-TEST CONDITIONS: Link in service

CONFIGURATION: 1 TYPE OF TEST: VAT

EXPECTED SIGNAL UNIT SEQUENCE:

Sp B Sp A
Link Link
< 1-0 FISU
1-0 FISU >
(BIB+BSN=FF)
1-0 FISU >
(BIB+BSN=BF)
1-0 FISU >
(BIB+BSN=BF)
1-0 FISU >
(BIB+BSN=FF)-
< 1-0 SIOS
TEST DESCRIPTION
1. Generate two consecutive FISUs at B with abnormal BSNs.
2. Check that A responds by taking the link out of service.
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MTP LEVEL 2

{ TEST NUMBER: 8.12 ’ | PAGE: 10F1

REFERENCE: Q.703 § 5.3 STD: Fig. 14

TITLE: Transmission and reception control (Basic)

SUB TITLE: Excesssive delay of acknowledgement

PURPOSE: To test the transmission control response to the expiration of EDA timer T7

PRE-TEST CONDITIONS: Link in service

CONFIGURATION: 1 TYPE OF TEST: VAT

EXPECTED SIGNAL UNIT SEQUENCE:

SP B SP A

Link Link

< 1-0 " FISU

1 -0 FISU >
(BIB+BSN =FF)

< 1-0 MSU
(FIB+ FSN =80)
T7
< 1-0 ~ SIOS
TEST DESCRIPTION
1. Generate an MSU at A.
2. Discard the received MSU at B and send no acknowledgement to A for more than T7 period.
3. Check that the link is taken out of service by SIOS generated at A after T7 has expired.
4. Timer T7 shall be in the range 0.5 secs to 2.0 secs.
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MTP LEVEL 2

TEST NUMBER: 8.13

PAGE:

10F1

REFERENCE: Q.703 § 7 STD: Fig 14

TITLE: Transmission and reception control (Basic)

SUB TITLE: Level 3 Stop command

PURPOSE: To test the response to a Stop command

PRE-TEST CONDITIONS: Link in service

CONFIGURATION: 1

TYPE OF TEST: VAT

EXPECTED SIGNAL UNIT SEQUENCE:

SP B SP A
Link Link
< 1-0 FISU
1-0 FISU >
: stop
< 1-0 SIOS
TEST DESCRIPTION
1. Give Stop command at A.
2. Check that A responds with link out of service.
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MTP LEVEL 2

TEST NUMBER: 9.1

PAGE:

10F1

REFERENCE: Q.703 § 6.2 STD: Fig. 15, Fig. 16

TITLE: Transmission and reception control (PCR)

SUB TITLE: MSU transmission and reception

PURPOSE: To check basic MSU transmission and reception

PRE-TEST CONDITIONS: Link in service

CONFIGURATION: 1

TYPE

OF TEST: VAT, CPT

EXPECTED SIGNAL UNIT SEQUENCE:

SP B SP A
Link Link
< 1-0 FISU
(FSN=7F, BSN=7F)
1 -0 FISU >
(FSN =7F, BSN=7F)
< 1-0 MSU
(FSN=0, BSN=7F)
< 1-0 MSU
(FSN=0, BSN=7F)
[ ]
{ ]
1 -0 FISU >
(FSN=7F, BSN=0) '
< 1-0 FISU
(FSN =0, BSN =7F)
1-0 MSU >
(FSN=0, BSN=0)
< 1-0 FISU
(FSN=0, BSN=0)
TEST DESCRIPTION
1. Generate an MSU at A.
2. Check that B receives the MSU correctly.
3. Check that A sends FISUs after receiving an FISU with a positive acknowledgement.
4. Generate an MSU at B. '
S. Check that A receives the MSU correctly and returns a positive acknowledgement.
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MTP LEVEL 2

TEST NUMBER: 9.2 PAGE: 10OF 1

REFERENCE: Q.703 § 6.3 STD: Fig. 15, Fig. 16

TITLE: Transmission and reception control (PCR)

SUB TITLE: Priority control

PURPOSE: To check the preventive retransmission procedure

PRE-TEST CONDITIONS: Link in service

CONFIGURATION: 1 TYPE OF TEST: VAT

EXPECTED SIGNAL UNIT SEQUENCE:

Sp B Sp A

Link Link

< 1-0 FISU
(FSN=7F, BSN="7F)
1—0 FISU >
(FSN =7F, BSN=7F)

< 1-0 MSU
(FSN=0, BSN=7F)

< 1t -0 MSU
(FSN=1, BSN=7F)

o

o

< 1-0 MSU
(FSN=2, BSN=7F)

[ ]

[

< 1-0 MSU
(FSN=0, BSN=7F)

< 1-0 MSU
(FSN=1, BSN=7F)

< 1-0 MSU
(FSN=2, BSN=7F)

o

[

1 -0 FISU »
(FSN=17F, BSN=0) .

1 -0 FISU >
(FSN=7F, BSN=1)

1—0 FISU >
(FSN=7F, BSN=2)

< 1-0 FISU
(FSN=2, BSN=7F)

TEST DESCRIPTION

Generate two MSUs at A.

No positive acknowledgement is sent from B.

Check that MSUs are retransmitted at A.

Generate another MSU at A.

Check that B receives MSUs correctly.

Reply with positive acknowledgements at B.

Check that A stops retransmission after receiving the positive acknowledgement for the last MSU in RTB and
sends FISU.

Nk WwWN e~
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MTP LEVEL 2

TEST NUMBER: 9.3

PAGE: 1OF 1

REFERENCE: Q.703 § 6.4 STD: Fig. 15

TITLE: Transmission and reception control (PCR)

SUB TITLE: Forced retransmission with the value N;

PURPOSE: To check that “RTB full” is detected by N; and forced retransmission occurs

PRE-TEST CONDITIONS: Link in service

CONFIGURATION: 1

TYPE OF TEST: VAT

EXPECTED SIGNAL UNIT SEQUENCE:

(The value of N; is normally 127).

Sp B SP A
Link Link
< 1 - FISU
(FSN=7F, BSN =7F)
1 -0 FISU >
(FSN =7F, BSN=7F)
< 1 - MSU
(FSN=0, BSN="7F)
®
®
< 1 - MSU
(FSN=7E, BSN=7F)
< 1 — MSU
(FSN=0, BSN=7F)
®
[ J
< 1 - MSU
(FSN=X, BSN=7F)
1 -0 FISU >
(FSN =7F, BSN =0)
< 1 - MSU
(FSN=X+1, BSN=7F)
[
[
< 1 - MSU
(FSN=7F, BSN=7F)
TEST DESCRIPTION
1. Generate 128 MSUs at A, at a rate of 100 per second, in order to fill the RTB before the EDA timer T7 expires.
2. No positive acknowledgement is sent from B until a forced retransmission starts at A.
3. Reply with a positive acknowledgement with BSN =0 before T7 expires at A.
4.

Check that the forced retransmission is canceled after the transmission of the last MSU in RTB.
Note — N, is the maximum number of MSUs which are available for retransmission.
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MTP LEVEL 2

TEST NUMBER: 9.4

PAGE: 1O0F1

REFERENCE: Q.703 § 6.4 STD: Fig. 15

TITLE: Transmission and reception control (PCR)

SUB TITLE: Forced retransmission with the value N,

PURPOSE: To check that “RTB full” is detected by N, and forced retransmission starts

PRE-TEST CONDITIONS: Link in service

CONFIGURATION: 1

TYPE OF TEST: VAT

EXPECTED SIGNAL UNIT SEQUENCE:

Sp B SP A
Link Link
< 1-0 FISU
(FSN=7F, BSN=7F)
1 -0 FISU >
(FSN=7F, BSN=7F)
< 1-0 MSU
(FSN=0, BSN=7F)
[ J
[
< 1-0 MSU
(FSN=N-1, BSN=7F)
< 1-0 MSU
(FSN=0, BSN=7F)
[
]
< 1-0 MSU
(FSN=X, BSN=7F)
1 -0 FISU . >
(FSN=7F, BSN=a—1)
< 1-0 MSU
(FSN=a, BSN=7F)
< 1-0 MSU
(FSN=N, BSN=7F)
(a>X)
TEST DESCRIPTION
1. Generate N+ 1 MSUs at A, (the octet count of N MSUs is larger than N,).
2. Send no positive acknowledgement at B until a forced retransmission starts at A.
3. Check that B receives the MSUs with FSN=0 up to FSN=N-1 but does not receive the MSU with FSN=N.
4. Reply with a positive acknowledgement with BSN=a—1 at B.
5. Check that the retransmission restarts from the next value of FSN which is acknowledged by B when the
retransmission is interrupted.
6. Check that B receives the MSU with FSN=N.
Note — N, is the maximum number of octets which are available for retransmission.
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MTP LEVEL 2

TEST NUMBER: 9.5

PAGE: 1OF 1

REFERENCE: Q.703 § 6.4 STD: Fig. 15

TITLE: Transmission and reception control (PCR)

SUB TITLE: Forced retransmission cancel

PURPOSE: To check that the forced retransmission is canceled when BSN equal to FSNL is received

PRE-TEST CONDITIONS: Link in service

CONFIGURATION: 1

TYPE OF TEST: VAT

EXPECTED SIGNAL UNIT SEQUENCE:

could be used to start forced retransmission.

Note I — FSNL is the FSN of the last MSU in RTB.

SP B Sp A
Link Link
< 1-0 FISU
(FSN=7F, BSN=7F)
1 -0 FISU >
(FSN=7F, BSN=7F)
< 1-0 MSU
(FSN=0, BSN=7F)
[
[
< 1 -0 MSU
(FSN=7E, BSN=7F)
< 1-0 MSU
(FSN=0, BSN=7F)
]
[
< 1-0  MSU
(FSN=X, BSN=T7F)
1 -0 FISU >
(FSN=7F, BSN=7E)
< 1-0 MSU
(FSN=7F, BSN=7F)
TEST DESCRIPTION
1. Generate N;+1 MSUs at A, (e.g. 128).
2. . Send no positive acknowledgement at B until a retransmission occurs at A.
3. Reply with a positive acknowledgement with BSN=7E at B.
4. Check that a forced retransmission is canceled and the MSU with FSN =7F is sent at A.

Note 2 — Alternatively, the number of octets threshold (N,), instead of the number of MSUs threshold (N;),
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MTP LEVEL 2

TEST NUMBER: 9.6 PAGE: 1OF1

REFERENCE: Q.703 § 6.4 STD: Fig. 15

TITLE: Transmission and reception control (PCR)

SUB TITLE: Repetition of forced retransmission

PURPOSE: To check that the forced retransmission repeats when “RTB full” is still detected after finishing a forced
retransmission

PRE-TEST CONDITIONS: . Link in service

CONFIGURATION: 1 : TYPE OF TEST: VAT

EXPECTED SIGNAL UNIT SEQUENCE:

SP B : SP A

Link Link

< 1-0 FISU
(FSN=17F, BSN =7F)

1 -0 FISU >
(FSN=7F, BSN=7F)

< 1-0 MSU
(FSN =0, BSN =7F)

®

[ ]

<-- 1-0 MSU
(FSN=7E, BSN=7F)

< 1-0 MSU
(FSN=0, BSN=7F)

o

o

< 1-0 MSU
’ (FSN=7E, BSN=7F)
< 1t -0 MSU
(FSN=0, BSN=7F)
[ J

TEST DESCRIPTION

1. Generate MSUs at A at a rate of N per second, in order to make A repeat a forced retransmission.
(N > 127 + T, where T = lower limit of T7)

2. No acknowledgement is sent from B.

3. Check that A repeats a forced retransmission.

. Fascicle VI.9 — Rec. Q.781

229



MTP LEVEL 2

TEST NUMBER: 9.7 PAGE: 10F 1

REFERENCE: Q.703 § 6.2 STD: Fig. 15

TITLE: Transmission and reception control (PCR)

SUB TITLE: MSU transmission while RPO set

PURPOSE: To ensure correct performance while RPO is set

PRE-TEST CONDITIONS: Link in service

‘CONFIGURATION: . 1 TYPE OF TEST: VAT

EXPECTED SIGNAL UNIT SEQUENCE:

SP B SP A
Link : Link
< 1 -0 FISU
(FSN=7F, BSN=7F)
1-0 FISU >
(FSN=7F, BSN=7F)
< 1-0 MSU
(FSN=0, BSN=7F)
e
[ J
: set LPO .
1 -0 SIPO >
(FSN=7F, BSN=7F)
< 1-0 FISU
(FSN=0, BSN=7F)
o
®
: clear LPO
1 -0 MSU >
(FSN =0, BSN=7F)
< 1-0 MSU

(FSN=0, BSN=7F)

1 -0 MSU >
(FSN=0, BSN=0)

< t—0 FISU
(FSN=0, BSN=0)

TEST DESCRIPTION

Generate an MSU at A. . .

Instead of sending positive acknowledgement, set and keep PO at B.

Check A stops a retransmission of the MSU and sends FISUs, and not detect link failure by the expiration of T7.
Cease PO and send an MSU with no positive acknowledgement at B.

Check A starts a retransmission of the MSU.

Generate an MSU with a positive acknowledgement at B.

Nk

Check A receives the MSU and responds correctly.
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MTP LEVEL 2

TEST NUMBER: 9.8 PAGE: 1OF1

REFERENCE: Q.703 § 6.3 STD: Fig. 16

TITLE: Transmission and reception control (PCR)

SUB TITLE: Abnormal BSN — Single MSU

PURPOSE: To test the response to an abnormal BSN

PRE-TEST CONDITIONS: Link in service

CONFIGURATION: 1 TYPE OF TEST: VAT

EXPECTED SIGNAL UNIT SEQUENCE:

SP B SP A

Link Link
< 1-0 - FISU
(FSN=7F, BSN=7F)

1 -0 FISU >

(FSN=7F, BSN=7F)
1-0 MSU >

(FSN=0, BSN =0)
1 -0 MSU >

(FSN=0, BSN="7F)
1-0 MSU >

(FSN=0, BSN=17F)

< 1-0 FISU
(FSN=7F, BSN=0)

TEST DESCRIPTION

1. Generate a single MSU at B with abnormal BSN followed by retransmission of that MSU with normal BSN.

2. Check that A responds with a positive acknowledgement and not detect link failure.
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MTP LEVEL 2

TEST NUMBER: 9.9 ' PAGE: 1OF 1

REFERENCE: Q.703 § 6.3 STD: Fig. 16

TITLE: Transmission and reception control (PCR)

SUB TITLE: Abnormal BSN — Two MSUs

PURPOSE: To test the response to two consecutive MSUs with an MSU having normal BSN between them

PRE-TEST CONDITIONS: Link in service

CONFIGURATION: 1 TYPE OF TEST: VAT

EXPECTED SIGNAL UNIT SEQUENCE:

SP B SP A

Link Link
< 1-0 FISU
(FSN=7F, BSN=7F)

1 -0 FISU >

(FSN=7F, BSN=7F)

-1 -0 MSU >

(FSN =0, BSN=7E)
1 -0 MSU >

(FSN=0, BSN=7F)
1 -0 MSU >

(FSN =0, BSN="7E) .

< 1-0 S1I0S
(FSN=7F, BSN=7F)

TEST DESCRIPTION

1. Generate two consecutive MSUs at B with abnormal BSN with an MSU having normal BSN between them.
2. Check that all MSUs are discarded at A.
3. Check that A responds by téking the link out of service.
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MTP LEVEL 2

TEST NUMBER: 9.10 PAGE: 10F1

REFERENCE: Q.703 § 6.2 STD: Fig. 16

TITLE: Transmission and reception control (PCR)

SUB TITLE: Unexpected FSN

PURPOSE: To check the reception control response to an MSU with unexpected FSN

PRE-TEST CONDITIONS: Link in service

CONFIGURATION: 1 - TYPE OF TEST: VAT

EXPECTED SIGNAL UNIT SEQUENCE:

SP B SP A

Link Link
< 1t—0 FISU
(FSN=7F, BSN=7F)
1 -0 FISU >
(FSN=7F, BSN=7F)
1 -0 MSU >
(FSN=0, BSN="7F)
1—-0 MSU >

(FSN=2, BSN=7F)

< 1-0 FISU
(FSN=7F, BSN=0)

TEST DESCRIPTION

1. Generate an MSU with unexpected FSN at B.

2. Check A discards the MSU with unexpected FSN and not sends acknowledgement for that MSU.
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MTP LEVEL 2

TEST NUMBER: 9.1

PAGE: 1OF 1

REFERENCE: Q.703 § 6.3

STD: Fig. 15

TITLE: Transmission and reception control (PCR)

SUB TITLE: Excessive delay of acknowledgement

PURPOSE: To test the transmission control response to the expiration of EDA timer T7

PRE-TEST CONDITIONS: Link in service

CONFIGURATION: 1

TYPE OF TEST: VAT

EXPECTED SIGNAL UNIT SEQUENCE:

SP B SP A
Link Link
1-0 FISU
(FSN=7F, BSN=7F)
1 -0 FISU >
(FSN=7F, BSN=7F)
1-0 MSU
(FSN =0, BSN=7F)
[
T @
®
1-0 SIOS
(FSN=0, BSN=7F)
TEST DESCRIPTION
1. Generate an MSU at A.
2. Suspend sending positive acknowledgement at B for more than T7 period.
3. Check that A sends SIOSs instead of retransmission of MSU after T7 expires.
4. Timer T7 shall be in the range 0.5 secs to 2.0 secs.
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MTP LEVEL 2

TEST NUMBER: 9.12

PAGE: 1OF!1

REFERENCE: Q.703 § 6.2 STD: Fig. 16

TITLE: Transmission and reception control (PCR)

SUB TITLE: FISU with FSN expected for MSU

PURPOSE: To check that the received FISU having FSN expected for MSU is discarded

PRE-TEST CONDITIONS: Link in service

CONFIGURATION: 1

TYPE OF TEST: VAT

EXPECTED SIGNAL UNIT SEQUENCE:

'SP B SP A
Link Link
1 -0 FISU >
(FSN=7F, BSN=7F)
< 1-0 FISU
(FSN=7F, BSN =7F)
1-0 FISU >
(FSN =0, BSN=7F)
< 1-0 FISU
(FSN=7F, BSN=7F)
TEST DESCRIPTION
1. Generate an FISU with FSN expected for MSU at B.

2. Check that A discards the FISU and responds with an FISU with correct BSN.
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MTP LEVEL 2

TEST NUMBER: 9.13

PAGE: 1 OF1

REFERENCE: Q.703 § 7 STD: Fig. 16

TITLE: Transmission and reception control (PCR)

SUB TITLE: Level 3 Stop command

PURPOSE: To test the response to a Stop command

PRE-TEST CONDITIONS: Link in service

CONFIGURATION: 1

TYPE OF TEST: VAT

EXPECTED SIGNAL UNIT SEQUENCE:

SP B Sp A
Link Link
< 1-0 FISU
1-0 FISU >
. stop
< 1-0 SI0S
TEST DESCRIPTION
1. Give Stop command at A.
2. Check that A responds with link out of service.
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MTP LEVEL 2

TEST NUMBER: 10.1

PAGE: 1OF1

REFERENCE: Q.703 § 9 STD: Fig. 19

TITLE: Congestion Control

SUB TITLE: Congestion abatement

PURPOSE: To check the congestion abatement procedure

PRE-TEST CONDITIONS: Link in service

CONFIGURATION: 1

TYPE OF TEST: VAT

EXPECTED SIGNAL UNIT SEQUENCE:

SP B

Link

SP A
Link

: make congestion
state
1-0 SIB

TS

1-0 SIB
]
(]

: clear congesfion
state
1-0 FISU

TEST DESCRIPTION

1. Make congestion state at A and check A sends SIB.
(Implementation of congestion control is not specified.)

2. Check B receives SIBs at the interval of T5.
3. Clear congestion state at A and check A stops sending SIBs.
4. Timer TS shall be in the range 80 ms to 120 ms,
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MTP LEVEL 2

TEST NUMBER: 10.2

PAGE: 1 OF1

REFERENCE: Q.703 § 9.2 STD: Fig. 19

TITLE: Congestion Control

SUB TITLE: Timer T7

PURPOSE: To check timer T7 is restarted at the reception of SIB (without expiring of T6)

PRE-TEST CONDITIONS: Link in service

CONFIGURATION: 1

TYPE OF TEST:

VAT

EXPECTED SIGNAL UNIT SEQUENCE:

SP B Sp A
Link Link
) < 1-0 - MSU
1-0 SIB >
1-0 SIB >
® Ct
o
1-0 SIB > T6
Bt
1-0 FISU >
TEST DESCRIPTION
1. | Generate an MSU at A.
2. Generate SIBs at B with the time intervals of T5 for Ct, instead of positive acknowledgement.
3. Check that link remains in service during ct.
4. Send FISU with positive acknowledgement from B after Bt expires.
5. Check that link remains in service.
6. Ct = more than T7 and less than T6.
7. Bt = less than T7. :
8. (Ct + Bt) is less than T6.
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" MTP LEVEL 2

TEST NUMBER: 10.3

PAGE: 10OF 1

REFERENCE: Q.703 § 9.3 STD: Fig. 19

TITLE: Congestion Control

SUB TITLE: Timer T6

PURPOSE: To check “Remote Congestion” Timer T6

PRE-TEST CONDITIONS: Link in service

CONFIGURATION: 1

TYPE OF TEST: VAT

EXPECTED SIGNAL UNIT SEQUENCE:

SP. B SP A

Link Link
1-0 SIB
1-0 SIB

[ ]

(] Té6
1-0 SIB

[ ]

[
1-0 SIB

< 1-0 SI0S
TEST DESCRIPTION

1. Generate SIB at B until Timer T6 expires.
2. Check link becomes out of service.
3. Timer T6 shall be in the range 3 secs to 6 secs (8 to 12 secs for 4.8 kbit/s).
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Note — First digit: linkset number.

Second digit: link number.

Fascicle VI.9 — Rec. Q.781

FIGURE 1/Q.781
Test configuration of MTP level 2 test

Configuration 1

Tx

(Under test) Tuo9B40-8



Recommendation Q.782

MTP LEVEL 3 TEST SPECIFICATION

1 Introduction

This Recommendation contains a set of detailed tests of signalling system No. 7 MTP level 3 protocol.
These tests intend to validate the protocol specified in Q.704 and Q.707 Recommendations. The level 3 perform-
ance aspects specified in Q.706 Recommendation are also partly checked whenever possible. This Recommenda-
tion conforms to the Q.780 Recommendation. However, in addition to the objectives and guidelines of the latter
Recommendation, other general principles specific to level 3 tests are presented below.

2 General principles of level 3 tests

2.1 Presentation of test descriptions

Each test description mentions the type of SP involved in the test. Three cases are possible:
— test applicable to an SP having no STP function: SP

— test applicable to an SP having STP function: STP

— test applicable to all types of SPs: ALL

Each test description includes the environment in which the point under test must be inserted in order to
pass the test. Four test configurations are necessary (named A, B, C and D); they are presented in § 3.

Each test is precisely described. Nevertheless, some events not directly concerning the point under test, or
without direct link with the test nature, are not explicitely described. This is, for example, the case of TFPs
propagation when a point becomes isolated, or of the changeover procedure in a test concerning transfer allowed
procedure.

In order to preserve the test description implementation independence, a certain flexibility has been left in
the test descriptions. This is particularly the case when it is necessary to deactivate a link (where it is only
mentioned “Deactivate” with no more precision). The operator will choose, according to the implementation
particularities and the events expected in the test description, the appropriate deactivation means (MML, provoked
failure, etc.).

In the test descriptions, the signalling links are identified as follows: “number of linkset” — “number of
link in the linkset” (e.g. 1 — 1 means link 1 of the linkset 1). This identification is independent of SLC attributed
to these links. When the number of the link is X, that means that the concerned message can use any link of the
linkset. When the field “number of link in the linkset” is, for example, “1, 2, ...”, that means that the traffic uses
all indicated links. Finally, when the links are identified by the mention ALL that means that the traffic will use
all available links of the point.

The orders “Start traffic”, “Wait” and “Stop traffic” apply to the test configuration. They are placed at the
beginning of the line.

2.2 Presentation of the test list

These tests, as a whole, aim at a complete validation of the level 3 protocol without redundancies.

The. test list is presented in § 4. The national options and the various signalling link management
“policies” are not included in this Recommendation.

The first set of tests in the list checks that, before some more precise tests, the point under test can
perform the basic functions, i.e. can connect itself to the external environment and exchange signalling messages.

The second set basically validates the signalling message handling function of the point under test. A main
point of this part concerns the validation of load sharing procedures. If an implementation does not use the load
sharing between linksets, some tests would not be applicable, and other should be adapted.

The third and fourth sets check changeover and changeback procedures. They include tests like changeover
and changeback to/from two linksets which will be performed only if the point under tests allows this possibility.
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Rerouting procedures are checked using the tests in parts 5 and 6.

Part 7 concerns tests to check inhibition and uninhibition procedures. To limit the test numbers, it was not
considered that the messages used in these procedures can be transferred via STPs.

Part 8 concerns tests to check transfer controlled procedure and MTP user flow control for the
international signalling network.

Part 9 concerns tests to check signalling route management functions in a point having an STP function.
To limit the test numbers and to avoid to complicate the test configuration, it was not considered that TFPs and
TFAs can be transferred via STPs. )

"Part 10 concerns tests for the point restart procedure.
Part 11 deals with STP traffic test.
Part 12 checks the signalling link test procedure.

Finally, part 13 contains solely validation tests and aims at checking the actions of the tested system on
reception of invalid level 3 messages.

23 Test traffic

Running the tests described in this Recommendation requires the exchange of traffic between the point
under test and its environment. The traffic used is a test traffic especially generated for the test of the system. It
uses variable length messages, structured as described below:

Order of bit transmission
<—-——-—-—_—_

Order of octet transmission
8 1 615141312|1

1L Sl:  (see note)
SIO SSF: any value
—l DPC -
- = A, B, C, D, E or F depending of the test
OPC
SLS

Number identifying one message among
o N - all messages pertaining to a given
signalling relation

T
1

L Length of DATA field
000 0 0 0 0

Variable field used for variable length
message generation (SIF up to 272 octets).
It is coded with 0.

DATA

J

T1109930-88

The mechanisms of generation and reception of this test traffic may be internal to the point under test or
external (using a simulator for example). The tests presented here do not impose the choice of one of these
mechanisms except for the tests of the STP function itself (tests 2.7, 8.2, 10 and 11) where the test traffic is
necessarily generated outside the STP. The test traffic should be recorded and analysed subsequently for each
described test.

Note — For compatibility testing (CPT), use SI value for MTP testing user part, for validation testing
(VAT) value is to be chosen as required.
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3 Test configurations

3.1 Definition

The set of tests described in this Recommendation assumes that the point under test is inserted in a test
environment called “test configuration”. A test configuration is defined as being:

the set of points, real or simulated, linked between them by signalling linksets, real or simulated, and
of which some are connected to the point under test by one or several signalling linksets,

a)

b)
)
d)
€)

32 Presentation of test configurations

the set of routing rules applied in different points and also in point under test,

the flows of test traffic generated and received by:

a set of generation and reception means (see § 2.3),

the means (program, operator interface, etc.) to run the described tests; notably the possibilities of
storage and analysis of test traffic and level 3 messages, and, in the case of validation tests, the
possibility to send at any stage of a test, any messages (level 3 or test) valid or not.

3.2.1 General

The set of tests described in this Recommendation requires 4 different configurations named A, B, C
and D. For each test, only the three first aspects of the above definition are precisely defined (set of points, set of

routing rules and test traffic flows, see § 3.1).

3.2.2  Configuration A

This simple configuration is adapted to the validation of all procedures concerning only one or more
signalling links belonging to one linkset. It is used for the tests: :

of activation and deactivation of links;

of changeover and changeback procedures;

of inhibition and uninhibition of links;

invalid messages.

Configuration A is shown in Figure 1/Q.782.

L1

SP A

SP B

FIGURE 1/Q.782
Configuration A

1
|
1
|
1
1
1
i
1
in VAT only _;

T1109990-88

Configuration A makes use of a point C in all validation tests in order to check the impact of the

procedures on various traffic flows. Point C'is not used in configuration A in the case of compatibility tests.

Linkset 1 has four signalling links in order to check, for example, changeover procedure to several links
within a linkset (test 3.15).
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In real networks, the procedures checked with this configuration act on the traffic carried in both
directions of a link. Consequently, the flows of test traffic used are, regarding the routing label of messages:

— OPC = A, DPC = Band OPC = B, DPC = A
— OPC = A, DPC = C and OPC = C, DPC = A (in validation test only).
TABLE 1/Q.782
Routing rules in configuration A
" A B C
A - L1 L1
B L1 - L2
C L2 L2 —

323 Configuration B

Configuration B is adapted to the validation of all procedures concerning several signalling linksets. It is
used for the tests: :

— of signalling message handling;
— of changeover and changeback;
— of forced and controlled rerouting.

Configuration B is shown in Figure 2/Q.782.

SP A
L1 L2 L3
spB |—2_lspc
P p—
[ Safeiniadaints § Snbainteinte H-=-1
: L5|(L8 ! L7
1 |
1 1
: SPD : SPE
1 1
1 1
i 1
: in VAT only :
b J T1110000-88
FIGURE 2/Q.782

Configuration B
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In configuration B, Table 2/Q.782, the point under test A is linked to the external world with 3 signalling
linksets. This is the minimum required number of linksets in order to check:

— load sharing between three linksets;

— changeover and changeback from/to two linksets (Recommendation Q.704, § 5.3.1).

When the SP A is an SP having no STP function, this configuration is also the minimum to run the tests
in a network situation where associated mode and quasi-associated mode are used (Recommendation Q.701,
§ 3.1.2).

This configuration comprises point D in all validation tests in order to check the impact of the procedures
on various traffic flows (relations A-D and A-E). The point D is not used in configuration B in case of
compatibility tests.

In a real network, some procedures (changeover, changeback) checked with this configuration act on the
traffic in both directions on the concerned linksets. Consequently, the test traffic flows used are, regarding the
routing label of messages:

— OPC = A,DPC = E and OPC = E, DPC = A

— OPC = A, DPC = D and OPC = D, DPC = A (in validation test only).

TABLE 2/Q.782

Routing rules in configuration B

| —— A B C D : E
A - L2,L3 L3,L2 L1-L2-L3 L2-L3
B L2,L4 - L4 L5,L4 L6,14
C L3,L4 L4 - L8,L4 L7,L4
D L1,L5,1L8 L5,L8 L8,L5 A - Any
E L7,L6é L6,L7 L7,L6 Any -

Li,Lj: Li normal linkset and Lj alternative linkset

Li-Lj: load sharing between Li and Lj

3.2.4  Configuration C

This configuration is adapted to the validation of some functions specific to an STP like:

— message transfer function;
— sending of TFC;
— traffic test.

Configuration C is shown in Figure 3/Q.782.

SP-B SP A

SPC

l T1110010-38

FIGURE 3/Q.782
Configuration C
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In configuration C, Table 3/Q.782, the point under test A carries the test traffic from B to C and from C
to B. The linkset 1 has two links, this a minimum to create an overload situation to trigger the sending of TFC
independently of the implementation of the flow control procedure.

The tests performed with this configuration require that the traffic crosses the STP under test in both
directions. Consequently the test traffic flows are, regarding the routing label of messages:

— OPC = B,DPC = Cand OPC = C, DPC = B

TABLE 3/Q.782

Routing rules in configuration C

E— A B C
A - L1 L2
B L1 - L1
C L2 L2 -

3.2.5 Configuration D

This configuration is adapted to the validation of all procedures concerning exclusively the points having
an STP function. It is used to check the signalling route management procedures.

Configuration D is shown in Figure 4/Q.782.

]
]
]
SP A ; L3 SPF
|
J T1110020-33
L1 L2
L4
SPB SPC
L8
L6 5
5| L7
SPD SPE

Note — The SPs E, D and F have not STP function.

FIGURE 4/Q.782
Configuration D
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Configuration D, Table 4/Q.782, is used only to check the signalling route management: transfer
prohibited and transfer allowed procedures. Consequently, all linksets of this configuration have only one
signalling link. ‘

The STP under test is linked to the external world with three linksets: one terminal linkset (to an SP
without STP function) and two inter STP linksets. This structure is minimal to check the various aspects of the
broadcasting of TFPs and TFAs:

— TFPs or TFAs concerning several destinations;
— TFPs or TFAs to several destinations.

This configuration includes points D and E. This is necessary in order to check the sending of TFP on an
alternative linkset: in A the routing rules are such that the linksets 1 and 2 are used to reach D using
normal/alternative routing and to reach E using load sharing routing (sending of TFP in the first case and not in
the second).

The tests performed with this configuration, which check the signalling route procedures, require that the

test traffic uses the concerned signalling routes. The test traffic flows used in this Recommendation are, regarding
the routing label messages:

— OPC =F,DPC =D OPC = D, DPC = F

— OPC = F,DPC = E OPC = E,DPC = F
— OPC = A, DPC =D OPC = A, DPC = E OPC = A,DPC = F
TABLE 4/Q.782
Routing rules in configuration D

— A B C D E F
A - . L1,L2 L2,L1 L1,L2 Lt,L2 L3
B | L1,L4 - L4 L5,L4 L6,L4 L1
C L2,L4 L4 - L8,L4 L7,L4 L2
D Any - Any
E Any - Any
F L3 L3 L3 L3 L3 -

4 Test list

All tests with the indication “*” are validation and compatibility tests. The tests without asterisk are
validation test only.

1 Signalling link management

* 1.1  First signalling link activation
* 1.2 Signalling linkset deactivation
* 1.3 Signalling linkset activation

2 Signalling message handling
2.1  Message received with an invalid SSF (discrimination function)
2.2 Message received with an invalid DPC (discrimination function)
2.3  Message received with an invalid SI (distribution function)
2.4 Load sharing within a linkset

* 2.4.1 All links available
2.4.2 With one link unavailable
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2.5 Load sharing between linksets
2.5.1 Between two linksets
2.5.2 Between three linksets
2.5.3 Between three linksets and one route unavailable
2.5.4 Between three linksets and one linkset unavailable
2.6 Inaccessible destination
2.6.1 Due to a linkset failure
2.6.2 Due to a route failure
2.6.3 Due.to a linkset and route failures
2.7  Message transfer function
Changeover
3.1 Changeover initiated at one side of a linkset (COO < — > COA)
3.2 Changeover initiated at the both ends at the same time (COO < — > COO)
3.3 Changeovér on expiration of timer T2 (COO or ECO —> - )
3.4  Unreasonable FSN in COO/COA
3.5 Reception of a changeover acknowledgement without sending a changeover order
(— <— COA or ECA)
3.6 Recéf)tion of an additional changeover order (— < — COO or ECO)
3.7 Emergency changeover at one side of a linkset (COO < — > ECA)
3.8 Emergency changeover at one side of a linkset (COO < — > ECO)
3.9 Emergency changeover at one side of a linkset (ECO < — > COA)
3.10 Emergency changeover at one side of a linkset (ECO < — > ECA)
3.11 Emergency changeover at one side of a linkset (ECO < — > COO)
3.12 Emergency changeover initiated at the both ends at the same time (ECO < — > ECO)
3.13 Reactivation of a link during a changeover procedure
3.14 Simultaneous changeover
3.15 Changeover to several alternative links within a linkset
3.16 Changeover to another linkset with the adjacent SP accessible
3.17 Changeover to another linkset with the adja;:ent SP inaccessible
3.18 Changeover to two linksets
3.19 Changeover due to various reasons
3.20 Changeover as compatibility test
3.21 Reception of a changeover order on an available link
Changeback
4.1 Changeback within a linkset
42  Additional CBA
43  Additional CBD
44 No acknowledgement to first CBD
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4.5
4.6
4.7
4.8
4.9
4.10
4.11

No acknowledgement of repeat changeback declaration
Simultaneous changeback

Changeback from several alternative links within a linkset
Changeback from another linkset

Changeback from two linksets

Changeback due to various reasons

Time controlled diversion procedure

Forced rerouting

Controlled rerouting

Management inhibiting

71

7.2

73

7.4
7.5
7.6

7.7
7.8
7.9
7.10

7.11
712
7.13
7.14
7.15
7.16
7.17

Inhibition of a link

7.1.1 Available link
7.1.2 Unavailable link

Inhibition not permitted

7.2.1 Local reject on an available link
7.2.2 Local reject on an unavailable link
7.2.3 Sending of LID

7.2.4 Reception of LID

Expiration of T14

7.3.1 On an available link
7.3.2 On an unavailable link

Additional inhibition messages (LIA, LID, LIN)
Inhibition asked by the both ends
Manual uninhibition of a link

7.6.1 With changeback
7.6.2 Without changeback

Expiration of T12

Not possible uninhibition
Automatic uninhibition of a link
Forced uninh;bition of a link

7.10.1 Sending of LFU
7.10.2 Reception of LFU

Expiration of T13

Additional uninhibition messages (LUA, LUN, LFU)
Uninhibition at one side after test 7.5

Automatic uninhibition after test 7.5

Automatic uninhibition when two links are inhibited
Reception of traffic on an inhibited link
Management inhibiting test

7.17.1 Normal procedure

7.17.2 Reception of an LLT or LRT on an uninhibited link
7.17.3 Reception of an LLT on a link locally inhibited
7.17.4 Reception of an LRT on a link remotely inhibited

Signalling traffic flow control

8.1
8.2
8.3
8.4

Reception of a TFC
Sending of TFCs
Reception of an UPU
Sending of an UPU
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9  Signalling route management
9.1 Sending of a TFP on an alternative route

9.1.1 Failure of normal linkset
9.1.2 On reception of a TFP

9.2  Broadcast of TFPs

* 9.2.1 On one linkset failure
* 9.2.2 On multiple failures

9.3  Reception of a message for an unaccessible destination
9.4  Sending of a TFA on an alternative route

9.4.1 Recovery of normal linkset
9.4.2 On reception of a TFA

9.5  Broadcast of TFAs

9.5.1 On one linkset recovery
9.5.2 Various reasons

9.6  Periodic sending of signallint-route-set-test messages
9.7  Reception of signalling-route-set-test messages

10 Signalling point restart
10.1 Recovery of a linkset (SP A has not the STP function)

* 10.1.1 With use of point restart procedure
10.1.2 Without use of point restart procedure

10.2 Recovery of a linkset (SP A has the STP function)

* . 10.2.1 With use of point restart procedure
10.2.2 Without use of point restart procedure

10.3  An adjacent signalling point becomes accessible via another signalling point (SP A has not STP

function)
10.4 An adjacent signalling point becomes accessible via another signalling point (SP A has STP
function)
* 10.5 Restart of an SP having no STP function
* 10.6 Restart of an SP having STP function

10.7 Reception of an unexpected TRA

10.7.1 In an SP having no STP function
10.7.2 In an SP having STP function

11 Traffic test
12 Signalling link test
* 12.1 After activation of a link
12.2 No acknowledgement to first SLTM
12.3 No acknowledgement to second SLTM
12.4 Unreasonable field in an SLTA
12.5 Reception of an SLTM in an attempt state
* 12.6 Additional SLTA, SLTM

13 Invalid messages
13.1 Invalid HO.H1 in a signalling network management message
13.2 Invalid changeover messages ‘
13.3 Invalid changeback messages
13.4 Invalid changeback code
13.5 Invalid inhibition messages
13.6 Invalid transfer control messages
13.7 Invalid signalling route management messages .
13.8 Invalid Signalling-Route-Set-Test messages
13.9 Invalid traffic restart allowed message
13.10 Invalid HO-H1 in a signalling network testing and maintenance message
13.11 Invalid signalling link test messages
13.12 Invalid user part unavailable messages
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MTP LEVEL 3

TEST NUMBER: 1.1

PAGE: 1 of 1

REFERENCE: Q.704 § 3 Fig. 7, Fig. 36, Fig. 37, Fig. 38

TITLE: Signalling link management

SUBTITLE: First signalling link activation

PURPOSE: To put into service a signalling linkset with 1 signalling link

PRE-TEST CONDITIONS: Signalling links deactivated

CONFIGURATION: A TYPE OF TEST: VAT, CPT

TYPE OF SP: ALL

MESSAGE SEQUENCE:

Sp A SP B
Link Link
-1 :Activate
1 -1 :Activate
D — -1 SLTM
1 -1 SLTA = e >
1 -1 SLTM e >
R -1 SLTA
:Start traffic
1-1 TRAFFIC = e >
D S -1 . TRAFFIC
‘Wait
:Stop traffic
TEST DESCRIPTION
1. Check that the signalling link becomes available.
2. Check the reception and sending of variable length messages on the activated linkset from/to the SP at the other

end of this linkset (and, in case of VAT, from/to other SP crossing the SP at the other end of this linkset).

3. Check that, after the alignment, the level 2 does not send any message received before or during the deactivation.
4, Check that all messages are correctly received (no loss of messages, no duplication and no missequencing).

5. Stop traffic. v

6. Repeat the test with different SLC values.
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MTP LEVEL 3

TEST NUMBER: 1.2 PAGE: 1of1

REFERENCE: Q.704 § 3 Fig. 7, Fig. 36, Fig. 37, Fig. 38

TITLE: Signalling link management

SUBTITLE: Signalling linkset deactivation

PURPOSE: To remove from service a signalling linkset with 1 signalling link

PRE-TEST CONDITIONS: One signalling link (1-1) activated

CONFIGURATION: A TYPE OF TEST: VAT,~ CPT TYPE OF SP: ALL

MESSAGE SEQUENCE:

SP A SP B
Link Link
1 -1 ‘ :Deactivate
TEST DESCRIPTION
1. Check that the signalling linkset becomes unavailable. .
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MTP LEVEL 3

TEST NUMBER: 1.3

PAGE:

1of 1

REFERENCE: Q.704 § 3, 12.2.4.1 Fig. 7, Fig. 36, Fig. 37, Fig. 38

TITLE: Signalling link management

SUBTITLE: Signalling linkset activation

PURPOSE: To put into service a signalling linkset with 4 signalling links

PRE-TEST CONDITIONS: Signalling links deactivated

CONFIGURATION: A

TYPE OF TEST: VAT, CPT

TYPE OF SP: ALL

MESSAGE SEQUENCE:

SP A
Link
1 -1 :Activate
1 -2 :Activate
1 -3 :Activate
1 -4 :Activate
:Start traffic
1 -1 TRAFFIC
1 -2 TRAFFIC
1-3 TRAFFIC
1 -4 TRAFFiC

‘Wait

:Stop traffic

Note — This test describes the activation of a linkset. The signalling link activation order is given simultaneously to all
signalling links of the signalling linkset (Q.704 § 12.2.4.1). However, depending on in which order the links are getting
aligned, changeback procedures will be performed. This test does not describe the transitory states (changeback procedure is

checked in other tests).

Link
1 -1
1 =2
1-3
1-4
_______________ >
< 1 -1
_______________ >
L 1 -2
_______________ >
< e 1 -3
_______________ >
D G —— 1-4

TRAFFIC

TRAFFIC

TRAFFIC

TRAFFIC

Sp B

:Activate

:Activate

:Activate

:Activate

TEST DESCRIPTION

1. Check that the signalling links become available and start traffic between A and B (and A and C in VAT).

2. Check the reception and sending of variable length messages on the activated linkset from/to the SP at the other
end of this linkset (and, in case of VAT, from/to other SP crossing the SP at the other end of this linkset).

3. Check that, after the alignment, the level 2 does not send any message received before or during the deactivation.

5. Stop traffic.

Check that all messages are correctly received (no loss of messages, no duplication and no missequencing).
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MTP LEVEL 3

TEST NUMBER: 2.1 PAGE: 1of1

REFERENCE: Q.704 § 3 Fig. 24 § 2.4

TITLE: Signalling message handling

SUBTITLE: Message received with an invalid SSF (discrimination function)

PURPOSE: To check the response to a message with an invalid SSF

PRE-TEST CONDITIONS: Signalling linkset activated

CONFIGURATION: A TYPE OF TEST: VAT TYPE OF SP: ALL

MESSAGE SEQUENCE:

SP A Sp B

Link Link

€ 1 -1 :Invalid SLTM
(invalid SSF)

TEST DESCRIPTION

1. Send an SLTM with an erroneous SSF.

2. Check that no response is received.
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MTP LEVEL 3

TEST NUMBER: 2.2

PAGE: 1 of 1

REFERENCE: Q.704 § 2 Fig. 24, Fig. 26

TITLE: Signalling message handling

SUBTITLE: Message received with an invalid DPC

PURPOSE: To check the response to a message with an invalid DPC

PRE-TEST CONDITIONS: Signalling linkset activated

CONFIGURATION: A TYPE OF TEST: VAT

TYPE OF SP: ALL

MESSAGE SEQUENCE:

SP A SP B
Link Link .
e 1 -1 :Invalid ECO
(erronenous DPC)
1 -1 TFP e > (only if the tested point A has an STP function)
TEST DESCRIPTION

1. Send a ECO message with an erroneous DPC.
2. Check that no response is received if the tested point has not STP function. If the tested point has the STP

function, check that a TFP is received.
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MTP LEVEL 3

TEST NUMBER: 23

PAGE: 1of1

REFERENCE: Q.704 § 2.4 Fig. 24, Fig. 25

TITLE: Signalling message handling

SUBTITLE: Message received with an erroneous ‘SI (distribution function)

PURPOSE: To check the response to a message received with an erroneous SI .

PRE-TEST CONDITIONS: Signalling linkset activated

CONFIGURATION: A TYPE OF TEST: VAT

TYPE OF SP: ALL

MESSAGE SEQUENCE:

SP A Sp B
Link . Link
<mmmmi e 1 -1 sinvalid SLTM
(invalid SI)
TEST DESCRIPTION
1. Send an SLTM message with an invalid SI.
2. Check that no response is received.
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MTP LEVEL 3

TEST NUMBER: 2.4.1

PAGE: 1of1

REFERENCE: Q.704 Fig. 26; §2.3 Q.705 § 4.4

TITLE: Signalling message handling

SUBTITLE: Load sharing within a linkset — all links available

PURPOSE: To check the load sharing within a linkset with all the links available .

PRE-TEST CONDITIONS: Signalling linkset activated

CONFIGURATION: A

TYPE OF TEST: VAT, CPT

TYPE OF SP: ALL

MESSAGE SEQUENCE:

Sp SP B
Link Link
:Start traffic
1-1 TRAFFIC = e >
D S 1 -1 TRAFFIC
1 -2 TRAFFIC =~ e > '
D S —— 1 -2 TRAFFIC
1-3 TRAFFIC = e >
B — 1-3 TRAFFIC
1 -4 TRAFFIC e >
L 1 -4 TRAFFIC
:Wait
:Stop traffic
TEST DESCRIPTION
1. Start traffic to B (and C in VAT) for all SLS.
2. Stop traffic, check that the messages have been transmitted on the correct link in accordance with the SLS field.
3. Check that there was no loss of messages, no duplication and no missequencing.
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MTP LEVEL 3

TEST NUMBER: 24.2

PAGE: 1 of 1
REFERENCE: Q.704 Fig. 26; § 2.3 Q.705 § 4.4
TITLE: Signalling message handling
SUBTITLE: Load sharing within a linkset — one link unavailable
PURPOSE: To check the load sharing within a linkset when one link is unavailable
PRE-TEST CONDITIONS: Signalling link 1 — 3 deactivated
CONFIGURATION: A TYPE OF TEST: VAT TYPE OF SP: ALL
MESSAGE SEQUENCE:
Sp SP B
Link Link
:Start traffic
-1 TRAFFIC e >
‘ B 1 -1 TRAFFIC
1 -2 TRAFFIC . e >
R 1 -2 TRAFFIC
1 -4 TRAFFIC = e >
e ——— 1 -4 TRAFFIC
‘Wait
:Stop traffic ’
TEST DESCRIPTION
1. Start the traffic to B and C for all SLS, wait and stop.

Check that the messages have been transmitted on the correct link in accordance with the SLS field on the
remaining links.
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MTP LEVEL 3

TEST NUMBER: 2.5.1 PAGE: 1of1
REFERENCE: Q.704 Fig. 26; § 2.3 Q.705 § 4.4
TITLE: Signalling message handling
SUBTITLE: Load sharing between linksets — between two linksets
PURPOSE: To check the load sharing between two linksets under normal conditions
PRE-TEST CONDITIONS: All linksets and routes available
CONFIGURATION: B TYPE OF TEST: VAT, CPT TYPE OF SP: ALL
MESSAGE SEQUENCE:
SP A SP B SP C SP E
Link Link Link Link
:Start traffic
3-1 TRAFFIC > 7T — 1 o >
< 3-1 e 7 -1 TRAFFIC
3-2 TRAFFIC > 7 =1  emmeeeeem >
< 3-2 Lo 7 -1 TRAFFIC
2 -1 TRAFFIC = ——ee 6 —1 >
2 -2 TRAFFIC = coeme 6 —1 >
‘Wait

:Stop traffic

TEST DESCRIPTION

Start the traffic to E for all SLS.

Stop the traffic and check that the messages have been transmitted on the correct linkset in accordance with the

SLS and DPC.

Check that there was no loss of messages, no duplication and no missequencing.
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MTP LEVEL 3

TEST NUMBER: 2.5.2 PAGE: 1of1

REFERENCE: Q.704 Fig. 26; § 2.3 Q.705 § 4.4

TITLE: Signalling message handling

SUBTITLE: Load sharing between linksets — between three linksets

PURPOSE: To check the load sharing between three linksets under normal conditions

PRE-TEST CONDITIONS: All linksets and routes available

CONFIGURATION: B TYPE OF TEST: VAT TYPE OF SP: ALL

1 —

NN W W
|

‘Wait

Link

1

MESSAGE SEQUENCE:

SP- A SP B . SP C SP D

Link Link Link

:Start traffic

TRAFFIC >
< 1 -1 TRAFFIC
TRAFFIC : >
< 1 -2 TRAFFIC
TRAFFIC > 8 =1 e >
TRAFFIC . > 8 -1 e >
TRAFFIC — ——-moe- > 5-1 >
TRAFFIC = —oememmem > 5-1 >

:Stop traffic

TEST DESCRIPTION

Start the traffic to D for all SLS.

2. Stop the traffic and check that the messages have been transmitted on the correct linkset and on the correct link in
accordance with the SLS.
3. Check that there was no loss of messages, no duplication and no missequencing.
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MTP LEVEL 3

TEST NUMBER: 253

PAGE: 1of1

REFERENCE: Q.704 Fig. 26; § 2.3 Q.705 § 4.4

TITLE: Signalling message handling

SUBTITLE: Load sharing between linksets — between three linksets and one route unavailable

PURPOSE: To check the load sharing between three linksets when one route is unavailable

PRE-TEST CONDITIONS: Linksets 4 and 8 unavailable (TFP, PC = D from C to A)

CONFIGURATION: B TYPE OF TEST: VAT TYPE OF SP: ALL
MESSAGE SEQUENCE:
SP A Sp B Sp C SP D
Link Link Link Link
:Start traffic
1 -1 TRAFFIC >
< 1 -1 TRAFFIC
1 -2 TRAFFIC >
< 1 -2 TRAFFIC
2 -1 TRAFFIC ~ ——————v 5 -1 S
2-2 TRAFFIC = —---m- 51 .
‘Wait

:Stop traffic

TEST DESCRIPTION

Start the traffic for all SLS, wait and stop.

Check that the traffic to D via C has been shared on the remaining linksets.
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MTP LEVEL 3 .

TEST NUMBER: 254 PAGE: 1 of 1

REFERENCE: Q.704 Fig. 26; § 2.3 Q.705 § 4.4

TITLE: Signalling message handling

SUBTITLE: . Load sharing between linksets — between three linksets and one linkset unavailable

PURPOSE: To check the load sharing between two linksets after the unavailability of the third linkset

PRE-TEST CONDITIONS: Linkset 1 deactivated

:Stop traffic

CONFIGURATION: B TYPE OF TEST: VAT TYPE OF SP: ALL
MESSAGE SEQUENCE:
SP A SP B SP. C Sp D
Link Link Link Link
:Start traffic
3 -1 TRAFFIC > - J [ >
3 -2 TRAFFIC > 8§ — 1 e >
2 -1 TRAFFIC - > 5-1 >
D 2 -1 < 5-1 TRAFFIC
2-2 TRAFFIC > 5—-1 >
[ 2-2 < 5-1 TRAFFIC
‘Wait

TEST DESCRIPTION

i. Start the traffic for all SLS to D, wait and stop.

2. Check that the traffic has been shared on the remaining linksets.
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MTP LEVEL 3

TEST NUMBER: 2.6.1 PAGE: 1 of 1

REFERENCE: Q.704 Fig. 26

TITLE: Signalling message handling

SUBTITLE: Inaccessible destination — due to a linkset failure

PURPOSE: To check the signalling message handling when a destination becomes inaccessible due to a linkset failure

PRE-TEST CONDITIONS: Signalling linkset with one link available

CONFIGURATION: A TYPE OF TEST: VAT TYPE OF SP: ALL

MESSAGE SEQUENCE:

SP A Sp B
Link Link
:Start traffic
1 -1 TRAFFIC e >
Cmmmmmmm e 1 -1 TRAFFIC
1 -1 :Deactivate
TEST DESCRIPTION
1. Start the traffic for all SLS to B and C.

Deactivate the last link 1 — 1 and check that the linkset becomes unavailable.

Check that the SPs B and C become inaccessible.

Rl o

Check that all messages stored or received after the unavailability of the linkset are discarded.
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MTP LEVEL 3

TEST NUMBER: 2.6.2 PAGE: 1 of1
REFERENCE: Q.704 Fig. 26
TITLE: Signalling message handling
SUBTITLE: Inaccessible destination — due to a route failure -
PURPOSE: To check the signalling message handling when a destination becomes inaccessible on reception of a TFP.
PRE-TEST CONDITIONS: All links and routes available
CONFIGURATION: A TYPE OF TEST: VAT TYPE OF SP: ALL
MESSAGE SEQUENCE:
SP A SP B
Link Link
:Start traffic
1 -1 TRAFFIC = e >
Lo 1 -1 TRAFFIC
1-2 TRAFFIC = e >
< e 1 -2 TRAFFIC
1-3 TRAFFIC e >
e 1 -3 TRAFFIC
1 -4 TRAFFIC = e >
R —— 1 -4 TRAFFIC
S 1-X - TFP, PC=C
TEST DESCRIPTION
1. Start the traffic to B and C for all SLS.
2. Provoke the sending of a TFP (PC=C) from SP B to SP A.
3. Check that the SP C becomes inaccessible.
4. Stop traffic.
5. Check that all messages stored or received after the inaccessibility have been discarded.
6. Check that traffic to B has not been disturbed.
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MTP LEVEL 3

TEST NUMBER: 2.6.3

PAGE:

1of1

REFERENCE: Q.704 Fig. 26

TITLE: Signalling message handling

SUBITLE: Inaccessible destination — due to a linkset and a route failure

PURPOSE: To check the signalling message handling when a destination becomes inaccessible due to a linkset and a route

failure

PRE-TEST CONDITIONS: Linkset 4 unavailable

CONFIGURATION: B

TYPE OF TEST: VAT

TYPE OF SP: ALL

MESSAGE SEQUENCE:

SP A
Link
:Start traffic
1-1,2 TRAFFIC
3-1 TRAFFIC
3-2 TRAFFIC
2 -1 TRAFFIC
2 -2 TRAFFIC
2 -1 TRAFFIC
2-2 TRAFFIC
2 -1 :Deactivate
2-2 :Deactivate
1-1,2 ~ TRAFFIC

‘Wait

:Stop traffic

Note — The transitory states (signalling network management procedures) are not described in this test which checks only

the signalling message handling.

SP B Sp C
Link Link
< > SP D
> ToDandE
< 3 — 1 TRAFFIC (from E)
> To D and E
< 3 — 2 TRAFFIC (from E)
_______________ > To D and E
_______________ > To D and E
7-1 :Deactivate
< 3 — X TFP, PC=E
_______________ > ToDandE
B —— 2 — 1 TRAFFIC
(from E)
_______________ > To D and E
D G — 2 — 2 TRAFFIC
(from E)
< > SP D

TEST DESCRIPTION

2. Initiate the sending of a TFP (DPC=E) from SP C to SP A, check that the traffic to E is routed via B and check
that the traffic to D is not disturbed.

3. Deactivate the linkset 2 and check that the destination E becomes inaccessible. Stop traffic.

4. Check that all messages stored or received during the inaccessibility have been discarded.

Start the traffic to the SPs D and E for all SLS.
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TEST NUMBER: 2.7

PAGE: 1of1

REFERENCE: Q.704 § 2 Fig. 26

TITLE: Signalling message handling

SUBTITLE: Message transfer function

PURPOSE: To test the transfer function in an STP

PRE-TEST CONDITIONS: All links available

CONFIGURATION: C

TYPE OF TEST:

VAT, CPT TYPE OF SP: STP

MESSAGE SEQUENCE:

Link
:Start traffic

1-1,2 TRAFFIC

‘Wait

:Stop traffic

Link

SP A SP C

Link

<=-sme-m--e- TRAFFIC

Note — The traffic used in this test is in conformance with the traffic model presented in Recommendation Q.706.

TEST DESCRIPTION

information field of these messages has not been corrupted.

1. Start traffic between B and C in both directions via A.
2. Check that transfer function is correctly performed.
3. Stop traffic and check that there were no loss of messages, no duplication and no missequencing. Check that the
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MTP LEVEL 3

TEST NUMBER: 3.1 PAGE: 1of1

REFERENCE: Q.704 § 5 Fig. 28, Fig. 29, Fig. 30

TITLE: Changeover

SUBTITLE: Changeover initiated at one side of a linkset (COO <-> COA) .

PURPOSE: To check the normal changeover procedure

PRE-TEST CONDITIONS: Linkset with two available links

CONFIGURATION: A TYPE OF TEST: VAT TYPE OF SP: ALL.

MESSAGE SEQUENCE:

SP A SpP B
Link Link
:Start traffic
1 -1 TRAFFIC ~  ceemmcmcmeeee > \
S 1 -1 . TRAFFIC
1 -2 TRAFFIC e > A
D — 1 -2 TRAFFIC
1 -1 :Deactivate (MML command or failure)
1 -2 COO,SLC1 — 1 cemmmme >
e, 1 -2 COA,SLC 1 — 1
1-2 TRAFFIC >
(from1 — 1)
D — 1 -2 TRAFFIC
(from1 — 1)
‘Wait
:Stop traffic
TEST DESCRIPTION
1. Start traffic to B and C on all the links.
2. Deactivate link 1 — 1, check that a COO is sent (from A) for 1 — 1 on 1 — 2 and respond with a COA within
T2.
3. Check that the time betwéen the deactivation and the sending of the COO is inside the specified value (see Q.706).
4. Check that the traffic from link 1 — 1 is changed over to 1 — 2 and check that the traffic normally carried by -
1 — 2is passed overto 1 — 2.
5. Stop traffic and check it has been received correctly (no lost messages no duplication and no missequencing).
6. Repeat the test by sending the COO from B (instead of A). In addition, check that the time between the reception

of the COO and the sending of the COA is inside the specified value (see Q.706).
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MTP LEVEL 3

TEST NUMBER: 3.2

PAGE: 1of1

REFERENCE: Q.704 § 5 Fig. 28, Fig. 29, Fig. 30

TITLE: Changeover

- SUBTITLE: Changeover initiated at both ends at the same time (COO <-> COO)

PURPOSE: To check the changeover procedure when the changeover is initiated at the both ends simultaneously

PRE-TEST CONDITIONS: Linkset with two available links

CONFIGURATION: A

TYPE OF TEST: VAT

TYPE OF SP: ALL

MESSAGE SEQUENCE:

> »w N

Repeat the test without sending of COA from SP B to SP A

SP A SP B
Link Link
:Start traffic
1-1 TRAFFIC = e > ' .
D 1-1 TRAFFIC
1 -2 TRAFFIC e >
S 1 -2 TRAFFIC
1-1 :Deactivate (MML command or failure)
1 -2 COO(SLC1 — 1) = >
L 1 -2 .COO(SLC1 - 1)
1 -2 COASLC1 — 1) e >
e 1 -2 COA(SLC1 - 1)
1 -2 TRAFFIC = e >
(from 1 — 1)
R 1 -2 TRAFFIC
(from1 - 1)
‘Wait
:Stop traffic
TEST DESCRIPTION
1. Start the traffic to B and C on all the links.

Deactivate the link 1 — 1, chgck that the COOs and COAs for 1 — 1 are received on link 1 — 2.

Check that the traffic from link 1 — 1 changed over to 1 — 2 and stop traffic.
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MTP LEVEL 3

TEST NUMBER: 3.3 PAGE: 1 of1

REFERENCE: Q.704 § 5 Fig. 28, Fig. 29, Fig. 30

TITLE: Changeover

SUBTITLE: Changeover on expiration of timer T2 (COO or ECO -> -) : \

Ay

PURPOSE: To check the changeover procedure when no COA is received in response\of a COO previously sent

PRE-TEST CONDITIONS: Linkset with two available links ‘\\

\
\

. ] \
CONFIGURATION: A TYPE OF TEST: VAT \“ TYPE OF SP: ALL

MESSAGE SEQUENCE:

SP A . SP B
Link Link
:Start traffic
1 -1 TRAFFIC = e~ >
<mmmmmmmmmmmee 1 -1 TRAFFIC
1 -2 TRAFFIC b~ >
D 1 -2 TRAFFIC
1 -1 :Deactivate (MML command or failure)
t-2 COO,SLC1 — 1 e >
T2
1 -2 TRAFFIC = e >
(from 1 — 1)
e 1-2 TRAFFIC (from 1 — 1)

‘Wait
:Stop traffic

TEST DESCRIPTION

Start traffic to B and C on all the links.

Deactivate link 1 — 1, check that a COO is received for 1 — 1 on link 1 — 2.
After the expiration of T2, check that the changeover procedure is performed.
Check that the duration of T2 is inside the specified range.

A

system should not perform retreival.
6. Repeat the test but replacing COO by ECO.

Stop traffic and check that there was no duplication and no missequencing, some messages may be lost as the
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MTP LEVEL 3

TEST NUMBER: 3.4 PAGE: 1of1

REFERENCE: Q.704 § 5 Fig. 28, Fig. 29, Fig. 30

TITLE: Changeover

'

SUBTITLE: Unreasonable FSN in COO/COA

PURPOSE: To check the changeover procedure on reception of a COO/COA containing an unreasonable FSN

PRE-TEST CONDITIONS: Linkset with two available links

CONFIGURATION: A TYPE OF TEST: VAT TYPE OF SP: ALL

‘Wait

MESSAGE SEQUENCE:

SP A ) SP B

:Start traffic

Link Link
1 -1 TRAFFIC e >
D — 1 -1 TRAFFIC
1-2 TRAFFIC = e >
’ D 1 -2 TRAFFIC
1 -1 :Deactivate (MML command or failure)
1 -2 COO,SLC1 — 1 e >
D 1 -2 COA,SLC 1 — 1
(unreasonable FSN)
1 -2 TRAFFIC [ —— >
(from t — 1)
e 1-2 TRAFFIC (from 1 — 1)

:Stop traffic

TEST DESCRIPTION

1. Start traffic to B and C on all the links.

2. Deactivate link 1 — 1, check that a COO is received for 1 — 1 on link 1 — 2 and respond within T2 with a COA
containing an unreasonable FSN.

3. Stop traffic, check that the changeover procedure has been performed.

4. Check that there was no duplication and no missequencing. Some messages may be lost as the system should not
perform retreival.

5. Check that an indication is given by the system.

6. Repeat the test with a COO sent from B (instead COA) containing an unreasonable FSN.
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MTP LEVEL 3

TEST NUMBER: 3.5 ‘ PAGE: 1of1

REFERENCE: Q.704 § 5 Fig. 28, Fig. 29, Fig. 30

TITLE: changeover

SUBTITLE: Reception of a changeover acknowledgement without sending a changeover order (- <- COA or ECA)

PURPOSE: To check the changeover procedure on reception of an unexpected changeover acknowledgement

PRE-TEST CONDITIONS: Linkset with two available links

CONFIGURATION: A TYPE OF TEST: VAT TYPE OF SP: ALL

MESSAGE SEQUENCE:

SP A ' SP B
Link Link
:Start traffic
1-1- TRAFFIC e o >
P — 1 -1 TRAFFIC
1.—2 TRAFFIC ~ commmmmmee >
B — 1 -2 TRAFFIC
L 1 -2 COA,SLC 1 - 1
1 -1 TRAFFIC >
Lo 1 -1 TRAFFIC
1 -2 TRAFFIC ;oo >
L 1 -2 TRAFFIC
‘Wait
:Stop traffic
TEST DESCRIPTION
1. | Start traffic to B and C on all the links.
2. Send a COA for 1 — 1 on link 1 — 2, check that this message is ignored.
3. Stop traffic and check that it has been received correctly.
4. Repeat the test with an ECA instead of a COA.
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MTP LEVEL 3

TEST NUMBER: 3.6 PAGE: 1of1
REFERENCE: Q.704 § S Fig. 28, Fig. 29, Fig. 30
TITLE: Changeover
SUBTITLE: Reception of an additional changeover order (- <- COO or ECO)
PURPOSE: To check the action of the system when a changeover order relating to a.particular link is received after
completion of changeover
PRE—TEST CONDITIONS: Linkset with the link 1 — 2 available
CONFIGURATION: A TYPE OF TEST: VAT TYPE OF SP: ALL
MESSAGE SEQUENCE:
SP A Sp B
Link Link
:Start traffic .
1 -2 TRAFFIC ~ —emmmmm >
L 1-2 TRAFFIC
e 1 -2 COO,SLC1 -1
1-2 ECA,SLCt — 1 >
1-2 TRAFFIC = - >
L 1-2 TRAFFIC
‘Wait
:Stop traffic
TEST DESCRIPTION
1. Start traffic to B and C on link 1 — 2.
2. Send a COO for 1 — 1 on link 1 — 2 and check that an ECA is received in T2.
3. Stop traffic and check that it has been received correctly.
4. Check that an indication is given by the system.
S. Repeat the test with an ECO instead of a COO.
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MTP LEVEL 3

TEST NUMBER: 3.7 PAGE: 1of1

REFERENCE: Q.704 § 5 Fig. 28, Fig. 29, Fig. 30

TITLE: Changeover

SUBTITLE: Emergency changeover at one side of a linkset (COO <-> ECA)

PURPOSE: To check the emergency changeover procedure when a COO is acknowledged by an ECA

PRE-TEST CONDITIONS: Linkset with two available links

CONFIGURATION: A TYPE OF TEST: VAT TYPE OF SP: ALL

MESSAGE SEQUENCE:

SP A » Sp B
Link ' Link
:Start traffic
1 -1 TRAFFIC >
B S — 1 -1 TRAFFIC
1 -2 TRAFFIC = e >
B — 1 -2 TRAFFIC
1 -1 :Deactivate (MML command or failure)
1 -2 COO,SLC1 =1 e > .
< 1-2 ECA,SLC1 - 1
B — 1 -2 TRAFFIC (from 1 — 1)
1 -2 TRAFFIC oo >
(from 1 — 1) '
‘Wait
:Stop traffic
TEST DESCRIPTION
1. Start traffic to B and C on all links.
2. Check the sending 'of a COO (from A) for 1 — 1 on 1 — 2 and check that an ECA is sent inside T2.
3. Check that the traffic is changed over from1 — 1to1 — 2.
4. Stop traffic and check that it has been received correctly; no duplication and no missequencing. Some messages

may be lost as the system should not perform retreival.

5. Repeat the test by sending COO from B (instead of A).
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MTP LEVEL 3

TEST NUMBER: 3.8

PAGE: 1of1

REFERENCE: Q.704 § 5 Fig. 28, Fig. 29, Fig. 30

TITLE: Changeover

SUBTITLE: Emergency changeover at one side of a linkset (COO <-> ECO)

PURPOSE: To check the emergency changeover procedure when a COO is acknowledged by an ECO

PRE-TEST CONDITIONS: Linkset with two available links.

CONFIGURATION: A

TYPE OF TEST: VAT

TYPE OF SP: ALL

MESSAGE SEQUENCE:

SP A SP B
Link Link
:Start traffic
1 -1 TRAFFIC = e >
D — 1 -1 TRAFFIC
1 -2 TRAFFIC = e >
e 1-2 TRAFFIC
1 -1 :Deactivate (MML command or failure)
1 -2 COO,SLC1 — 1 e >
Lo 1-2 ECO,SLC1 - 1
1 -2 COA,SLC1 — 1 oo > )
1 -2 TRAFFIC = e >
(from 1 — 1)
e 1-2 TRAFFIC (from 1 — 1)
:Wait
:Stop traffic ‘
TEST DESCRIPTION
1. Start traffic to B and C on all links.
2. Check the sending of a COO (from A) for 1| — 1 on 1 — 2 and check that an ECO is sent (before T2 expires) and
a COA is received.
Check that the traffic is changed over from 1 — 1to1 — 2.
4. Stop traffic and check that it has been received correctly; no duplication and no missequencing. Some messages
may be lost as the system should not perform retreival.
5. Repeat the test but send <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>