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LINES USED FOR THE TRANSMISSION OF SIGNALS
OTHER THAN TELEPHONE SIGNALS, SUCH AS TELEGRAPH,
FACSIMILE, DATA, ETC., SIGNALSY

Part I contains two classes of Recommendations: those which define the characteristics of transmission
channels (telephone-type, group, supergroup, etc., circuits) used only to transmit signals other than telephone
signals, and those which define the characteristics, of the signals used in such transmissions.

In this Part, “wideband” is used to qualify the transmission channels, and “wide-spectrum” the signals
. transmitted, so as to avoid any confusion between the transmission channels and the signals transmitted with
regard to the frequency bands involved in transmission over group links, supergroup links, etc.

As far as possible, one should avoid specifying the characteristics of .particular channels or signals in
defining a new service and refer only to the characteristics of the channels mentioned in Section 1 of this
Recommendation Series.

Section 6 of this Series is reserved for Recommendations concerning the characteristics of visual telephone
systems.

Table 1 indicates the correspondence of ‘Series H Recommendations to Recommendations of other Series.

TABLE 1

Series H Recommendations Recommendations of other Series

H.12, § 1 M.1040 (Volume IV)

H.12,§ 2 M.1025 (Volume 1V)

H.12,§ 3 M.1020 (Volume 1V)

H.13 | See Recommendation 0.71 (Volume IV)

H.14, § 2 M.910 (Volume IV)

H.16 0.72 (Volume IV)

H.21 ~ See also the Recommendations M.800 (Volume IV) and R.77 (Volume VII)
H22 See also the Recommendation M.810 (Volume IV)

H.23 Extract of Recommendations R.31 and R.35 (Volume VII)
H.32 R.43 (Volume VII) '
H41 T.11 (Volume VII)

H.42 T.12 (Volume VII)

H.43 T.10 (Volume VII)

H.51 V.2 (Volume VIII)

) Excluding the transmission of sound-programme and television signals, which is the subject of the Series ] Recommenda-
tions. :



PAGE INTENTIONALLY LEFT BLANK

PAGE LAISSEE EN BLANC INTENTIONNELLEMENT



SECTION

LINES USED FOR THE TRANSMISSION
OF SIGNALS OTHER THAN TELEPHONE SIGNALS,
' SUCH AS TELEGRAPH, FACSIMILE,
DATA, ETC., SIGNALS

1.1 Characteristics of transmission channels used for other than telephone purposes

Recommendation H.11

CHARACTERISTICS OF CIRCUITS IN THE SWITCHED TELEPHONE NETWORK

(The text of this Recommendation can be found in Fascicle II1.4
of the Red Book, ITU, Geneva, 1985)

Recommendation H.12
CHARACTERISTICS OF TELEPHONE-TYPE LEASED CIRCUITS

(The text of this Recomméndation can be found in Fascicle 111.4
of the Red Book, ITU, Geneva, 1985)

Recommendation H.13

CHARACTERISTICS OF AN IMPULSIVE NOISE MEASURING
INSTRUMENT FOR TELEPHONE-TYPE CIRCUITS

(The text of this Recommendation can be found in Recommendation O.71 in Fascicle IV.4 of Volume IV
of the Red Book, ITU, Geneva, 1985)"
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Recommendation H.14

CHARACTERISTICS OF GROUP LINKS FOR THE TRANSMISSION
OF WIDE-SPECTRUM SIGNALS

(The text of this Recommendation can be found in Fascicle 111.4
' of the Red Book, ITU, Geneva, 1985)

" Recommendation H.15

CHARACTERISTICS OF SUPERGROUP LINKS FOR THE TRANSMISSION
‘ OF WIDE-SPECTRUM SIGNALS

(The text of this Recommendation can be found in Fascicle I11.4
of the Red Book, 1TU, Geneva, 1985)

Recommendation H.16

CHARACTERISTICS OF AN IMPULSIVE-NOISE MEASURING INSTRUMENT
FOR WIDEBAND DATA TRANSMISSION

(The text of this Recommendation can be found in Fascicle 111.4
of the Red Book, ITU, Geneva, 1985)

1.2 Use of telephone-type circuits for voice-frequency telegraphy

Recommendation H.21 .

COMPOSITION AND TERMINOLOGY OF INTERNATIONAL
VOICE-FREQUENCY TELEGRAPH SYSTEMS

(The text of this Recommendation can be \found in Fascicle 111.4
of the Red Book, ITU, Geneva, 1985)

Re_commehdation H.22

TRANSMISSION REQUIREMENTS OF INTERNATIONAL VOICE-FREQUENCY
TELEGRAPH LINKS (AT 50, 100 AND 200 BAUDS)

(The text of this Recommendation can be found in Fascicle 111.4
- of the Red Book, ITU, Geneva, 1985)
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Recommendation H.23

BASIC CHARACTERISTICS OF TELEGRAPH EQUIPMENTS i
USED IN INTERNATIONAL VOICE-FREQUENCY TELEGRAPH SYSTEMS

(The text of this Recommendation can be found in Fascicle I11.4
of the Red Book, ITU, Geneva, 1985)

1.3 Telephone circuits or cables used for various types of telegraph transmission or for simul-
taneous transmissions -

Recommendation H.32

SIMULTANEOUS COMMUNICATION BY TELEPHONY AND TELEGRAPHY
ON A TELEPHONE-TYPE CIRCUIT

(The text of this Recommendation can be found in Fascicle I11.4
of the Red Book, ITU, Geneva, 1985)

Recommendation H.34

SUBDIVISION OF THE FREQUENCY BAND OF A TELEPHONE-TYPE CIRCUIT
BETWEEN TELEGRAPHY AND OTHER SERVICES

(The text of this Recommendation can be found in Fascicle I11.4
of the Red Book, ITU, Geneva, 1985)

1.4 Telephone-type circuits used for facsimile telegraphy

Recommendation H.41

PHOTOTELEGRAPH TRANSMISSIONS ON TELEPHONE-TYPE CIRCUITS

(The text of this Recommendation can be found in Fascicle 111.4
of the Red Book, ITU, Geneva, 1985)

Fascicle IL6 — Rec. H.41 7



Recommendation H.42

RANGE OF PHOTOTELEGRAPH TRANSMISSIONS
ON A TELEFHONE-TYPE CIRCUIT

(The text of this Recommendation can be found in Fascicle 111.4
of the :Red Book, ITU, Geneva, 1985)

Recommendation H.43

DOCUMENT FACSIMILE TRANSMISSIONS ON LEASED
TELEPHONE-TYPE CIRCUITS

(The text of this Recommendation can be found in Fascicle I11.4
of the Red Book, ITU, Geneva, 1985)

1.5 Characteristics of data signals

Recommendation H.51

POWER LEVELS FOR DATA TRANSMISSION OVER TELEPHONE LINES

(The text of this Recommendation can be found in Fascicle 111.4
of the Red Book, ITU, Geneva, 1985)

'Recommendation H.52

TRANSMISSION OF WIDE-SPECTRUM SIGNALS (DATA, FACSIMILE, ETC.)
ON WIDEBAND GROUP LINKS

(The text of this Recommendation can be found in Fascicle 111.4
of the Red Book, ITU, Geneva, 1985)

" Recommendation H.53

TRANSMISSION OF WIDE-SPECTRUM SIGNALS (DATA, ETC)
OVER WIDEBAND SUPERGROUP LINKS

(The text of this Recommendation can be found in Fascicle I11.4 of Volume III
of the Red Book, ITU, Geneva, 1985)

8 Fascicle 1IL6 — Rec. H.53



SECTION 2
CHARACTERISTICS OF VISUAL TELEPHONE SYSTEMS

Recommendation H.100

VISUAL TELEPHONE SYSTEMS

(former Recommendation H.61, Geneva, 1980;
amended at Malaga-Torremolinos, 1984
and at Melbourne, 1988)

1 Definition

The visual telephone service is generally a two-way telecommunication service which uses a switched
network of broadband analogue and/or digital circuits to establish connections among subscriber terminals,
primarily for the purpose of transmitting live or static pictures.

Special application one-way systems, e.g. surveillance and some information retrieval systems, or a
non-switched videoconference service, can be regarded as degenerate cases of the visual telephone service.

The visual telephone service also includes the associated speech.

2 Facilities to be offered

The design of the visual telephone service shall be such as to offer at least the following basic facilities:

a) Transmission of live pictures such as head and shoulders of one person or a small group of persons,
with moderate definition.

b) Transmission of the associated speech.

¢) Transmission of graphics information such as drawings and documents with high definition (e.g. 625
lines or 525 lines).

d) Video conference service, with or without the use of split-screen techniques.

The above-mentioned services shall, in general, be bi-directional, although uni-directional operation should
be possible. Also, some of the facilities can be omitted, if not required, in order to minimize costs.

Note — At the subscriber terminal, the use of ancillary equipments, e.g. for document reproduction, video
tape recordings, etc., shall be possible.

3 System parameters
3.1 Picture standards

3.1.1 The video standards of the subscriber sets shall be compatible with, readily convertible to, or identical to,
the local broadcast television standards.

Fascicle II1.6 — Rec. H.100 9



3.1.2 Two classes of picture standards are recommended for the visual telephone system. They are given in
Table 1/H.100.

TABLE 1/H.100

o
Picture standards
The region to which the figures should be applied
Cl Items .
ass Regions where TV broadcasting Regions where TV broadcasting
uses 25 pictures per second uses 30 pictures per second
Number of horizontal
scanning lines . . . ... .. .. .. 625 525
Pictures persecond . . . . ... .. 25 30
a (2:1 interleaved) (2:1 interleaved)
Aspectratio . . . .......... 4:3 4:3
Video bandwidth . . .. ... ... S MHz 4 MHz
Number of horizontal
scanning lines . . . . ... ..... 313 263
Pictures persecond . . . . ... .. 25 30
b (2:1 interleaved) (2:1 interleaved)
Aspectratio . . . ... ....... 4:3 4:3
Video bandwidth . . . ... .. .. 1 MHz 1 MHz

Class a standards are identical to the local broadcast video standards and will, in most cases, give
sufficient definition for real-time picture transmission of a group of people (e.g. for conferencing) and of graphics
material.

Class b standards give sufficient definition for real-time transmission of a head and shoulder picture of
one person or a small group. For the transmission of graphics information or other still pictures with high
definition, a slow-scan technique has to be applied. For instance, a system using 625 or 525 horizontal scanning
lines and 5, or less, pictures per second which gives a Class a definition in the 1 MHz bandwidth. ‘

Further study is required to define slow scanning parameters.

4 Characteristics relating to split-screen techniques for Class a television conference systems !

In television conference systems which use split-screen techniques to make more effective use of the picture
area, the following features for the terminals and transmitted signals are recommended. Preferred seating
arrangement for such systems are given in Annex A.

4.1 Picture format

The transmitted picture should be 4 : 3 aspect ratio, split into upper and lower halves corresponding to the
groups of seats. Viewed from the camera system, the left-hand group should be in the upper half and the
right-hand group in the lower half.

The split should occur at the end of lines 166 and 479 for 625-line television systems and at the end of
- line 142 in Field 1 and line 141 in Field 2 for 525-line television systems, as shown in Figure 1/H.100.

n Spli't-screen techniques for systems using Class b standards require future study.
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Before display, the receive equipment may discard half lines and first and last lines which are liable to be
averaged during standards conversion or vertical aperture correction of mixed signals.

4.2 Identification signal for split-screen system

4.2.1  Analogue video signals
The identification signal for split-screen system should be inserted in the vertical blanking period, because
the control is required for each television frame or field.

The line where the identification signal is inserted and its signal format are under study.

4.2.2  Digital video signals

An identification signal for split-screen system should be provided. In the case of codecs in Recommenda-
tions H.120 and H.130 the format shall be that specified in Recommendation H.130. -

43 Compatibility with non-split-screen systems

The simplest kind of a video telephone terminal is composed of a single camera and other equipments.
These terminals may be interconnected with split-screen system terminals. In that case, mechanical masks (if used)
for the two split-screen displays (aspect ratio = 4 : 1.5) need to be removed, or if a display with 4 : 3 aspect ratio
needs to be installed additionally. :

44 Cameras and displays arrangement

The entrance pupils of the TV camera optical system should be as near as possible to the centre of the TV
display showing remote conferees, in order to minimize errors in eye contact angle.

Unless means are employed to place these pupils in line with the display, e.g. by use of half-silvered
mirrors, the camera system should be sited above the display and central to it. .

In order to keep the maximum horizontal errors as small as possible, the cameras used had better be in a
cross-fire system, as for example in Figure A-1/H.100, and the camera/display assembly should be sited on the
central axis of the terminal. However, in some cases, adoption of parallel-fire system as shown also in
Figure A-1/H.100 is necessary due to a restriction in equipment arrangement.

Whether the two cameras are arranged in cross-fire or parallel-fire is left open to each Administration
since the selection does not affect the interconnection of different systems.

4.5 Picture processing methods at transmitting terminals

In order to obtain the correct relationship between the signals from the two cameras for split-screen
working, the cameras should be synchronized but the vertical drive pulses should be rephased. The drive to one
should be advanced by one quarter of the vertical period while the drive to the other should be retarded by the
same amount. This causes a central strip of the target of each camera tube to be used and so minimizes the effects
of distortions in the corners of the targets. Figure B-1a)/H.100 illustrates the preferred method.

Alternative methods which are not recommended although they do not give rise to problems of end-to-end
compatibility are compared in Annex B.

4.6 Receiving equipment

The receiving equipment should be capable of working with discontinuities in the received signal that may
be caused by switching between non-synchronous video sources.

Note — A split-screen device should be capable of working with a codec with the input and output
frequency tolerances as specified in Recommendation H.120.

Fascicle IIL6 — Rec. H.100 11
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Line
number

Number
of lines

Line
number

Number
of lines

/

Field 1 Field 2

23% 166 167 310 336 479 480 623%
! \/ Ly \/ I

] Left hand Right hand Left hand Right hand
Group Group Group Group

| | Al

25 143+% 144 : 144 143+ % |

le e .

b 312+ % 312+%

Left hand group:

Right hand group:

first complete lines 24 and 336
last complete lines 166 and 479

first complete lines 167 and 480
last complete lines 310 and 622

Lines 16-20 inclusive and 329-333 inclusive may contain identification, control or test signals.

a) 625-line television system

Field 1 Field 2
22 142 143 263%2 21Y% 141 142 262
—_—Y \ D/ v lr, \/ Jv
Left hand Right hand Left hand Right hand
Group Group Group Group

f Al | [
4|=1 b ::l>< pi¢ Pi¢ J
21 121 120+ "% 2 120+% 121 I

le < .

1« > »|

. 262+%2 262+ Y2 cCim-32372

Left hand group:

Right hand group:

first complete lines 22 (Field 1, 2)
last complete lines 142 (Field 1), 141 (Field 2)

first complete lines 143 (Field 1), 142 (Field 2)
last complete lines 262 (Field 1, 2)

Lines 10-21 inclusive in Field 1 and 9%2-21" inclusive in Field 2 may contain identification, control or

test signals.

b) 525-line television system

Note I — The method of defining the line number is following Fig. 2-1 of CCIR Report 624 for
625 system, and Fig. 2-3 for 525 system.

Note 2 — The notation which is used for line numbers is as follows. Line 23%2 means that the picture
starts (or finishes) half-way along line number 23. When totalling lines, a half-line is shown separately,

e.g. 143+ %.

FIGURE 1/H.100
Vertical format of split-screen video signal
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ANNEX A

(to Recommendation H.100)

Seating arrangéments when applying split-screen techniques
for class a system o

Preferred arrangements for video conferences using split-screen techniques are:

Al The conference terminal accommodation should be for 6 primary seats in two adjacent groups of 3 as
shown in Figure A.1/H.100. :

Provision for additional seating behind may be made, so long as allowance is made for the central gap
between the two halves. For example, 4 additional persons may be seated on a second row as in the Figure.

A2 The chairman’s position should be in the centre of the left-hand group of seats (viewed from the camera)
with user controls accessible from both this position and the one of the chairman’s left.

Consequently, when split-screen pictures are displayed, stacked as received (i.e. shown as 3 over 3), the
chairman’s position is standardized as top centre.

The suite of 3 chairs containing the chairman’s position should also be regarded as the primary position
for occasions when only half of a studio is in use. Such standardization is necessary for connection of 3 studios in
conference using time-division multiplex of pairs of TV signals to share a common trunk between two studios.

Bottom half
scene -

Desk

Optical axes

\\
~—~__
\\ ~~J\_
~__ >~ _Cameras
S ~ o
. ~ ]
- - -—> _,i‘ Note
j/ - ’

-
-
P
-

Preferred position
for chairman

Total seating in camera:

6 primary
4 secondary

Top half ===~
scene
CCITT - 32351
Secondary seating
(2 groups of 2)
Primary seating _/

(2 groups of 3)

Note — Solid line cameras are for cross-fire. Dashed line cameras are for parallel-fire.

FIGURE A-1/H.100
Studio plan view
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ANNEX B

(to Recommendation H.100)

Picture processing methods in transmitting terminals

Alternative methods of obtaining the split-screen signal which are compatible with the recom-
-mended method and which might be useful for experiments and demonstrations” are shown in b) and ¢) of
Figure B-1/H.100. In method b), the two cameras are directed upward and downward to pick up right and left
halves of the conferencing room, respectively. Since circumferences of target and scanning areas are used,
geometric and brightness distortions tend to occur. In method ¢), vertical deflection currents are biased by the
quantity corresponding to * 1/4 of target height. Vertical deflection bias adjustment is needed every time cameras
are exchanged. In method a), the vertical driving pulses are phase-shifted by + 1/4 V. The recommended method,
a), avoids the problems of methods b) and c¢).
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a) Vertical driving pulses are phase shifted

b) Cameras are directed upward and downward

Scan area

/ Target area

By iy
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g Vb T—A4 |

lA'

CCITT-49981

¢) Vertical deflection currents are biased

VD = vertical deflection

FIGURE B-1/H.100
Picture processing method at transmitting terminals
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Recommendation H.110

HYPOTHETICAL REFERENCE CONNECTIONS FOR VIDEOCONFERENCING
~ USING PRIMARY DIGITAL GROUP TRANSMISSION

(Malaga- Torremolinos, 1984; amended at Melbourne, 1 988) .

The CCITT,

considering
(a) that there is growing evidence of a customer demand for a videoconference service;

(b) that circuits to meet this demand can, at present, be provided effectively by digital transmission using
the primary digital group;

(¢) that switched digital transmission networks known as the Integrated Digital Network (IDN) and
Integrated Services Digital Network (ISDN) are under study, but the methods of exploiting these networks for the
transmission of primary digital groups will not become clear until the stud1es have progressed further;

(d) that the existence of different digital hierarchies and dlfferent television standards in different
countries complicates the problems of defining hypothetical reference connections;

(e) that a hypothetical reference connection may be used as a guide to simplify the problems of
connections between countries with different television standards and digital hierarchies,

appreciating

that rapid advances are being made in research and development of video coding and bit-rate reduction
techniques which may lead to further Recommendations being proposed for hypothetical reference connections for
videoconferencing at bit rates which are multiples or sub-multiples of 384 kbit/s during subsequent study periods,
so that this may be considered as the first of an evolving series of Recommendations,

noting

(a) that a hypothetical reference connection is a model in which studies relating to overall performance
may be made, thereby allowing comparisons with standards and objectives; on thlS basis, limits for various:
impairments can be allocated to the elements of the connection;

(b) that such a model may be used:

— by an Administration to examine the effects on transmission quality: of possible changes of
impairnient allocations-in national networks,

— by the CCITT for studying the allocatlon of impairments to component parts of international
networks,

— to test national rules for prima facie compliance with any impairment criteria which may be
recommended by the CCITT for national systems;

(c) that hypothetical reference connections are: not to be regarded as recommending particular values of
impairments allocated to constituent parts of the connection, and they are not intended to be used for the design
of transmission systems, :

and recognizing
that the planning of the necessary transmission networks for a videoconference service will be facilitated if

recommended hypothetical reference connections are available, even if only in a preliminary form without details
of all transmission and switching arrangements,
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recommends

(1) that the hypothetical reference connection and means for digital transmission illustrated in
Figures 1/H.110 and 2/H.110 shall be used as the model for studies of the overall performance of international
videoconference connections, both intra-regional? and inter-regional?, which are provided using minimum
numbers of encoding and decoding equipments;

(2) that hypothetical reference connections of a more complex type, as, for example, those illustrated in
Figure 3/H.110, being representative of many connections that may be employed in practice, should be studied
further.

Note 1 — The hypothetical reference connection shown in Figure 1/H.110 contains the basic transmission
elements, but is incomplete because switching has been excluded and the local ends and parts of the national
network at each end of the connection have been left unspecified.

Note 2 — Because the arrangements of transmission systems interconnecting regions using different digital
hierarchies have not yet been standardized, and because videoconferencing is likely to be a minority service in
such transmission systems, it seems prudent to consider videoconference connections both where the primary
hierarchical level on the inter-regional link is 1.5 Mbit/s and where it is 2 Mbit/s. In Figure 2b/H.110, the change
between 2048 kbit/s and 1544 kbit/s transmission is placed at the 2048 kbit/s end of the long international
network. The long distance part of the connection is thus operated at the lower bit rate. Where the international
network is provided on a system which uses the 2048 kbit/s hierarchy, Figure 2¢/H.110 maintains the efficiencies
offered by the arrangement shown in Figure 2b/H.110, by making available the six vacated time slots for other
use. Figure 2d/H.110 offers the possibility of improved picture quality compared with Figures 2b/H.110 and
2¢/H.110 by making full use of the available 2048 kbit/s for the videoconferencing signal. This arrangement
would require a 2048 kbit/s codec compatible with 525-line Video Standards, or the use of an external standards
converter. This is for further study.

Note 3 — The lengths which have been assigned to the parts of the connections have been arbitrarily
chosen, but have some consistency with existing CCITT and CCIR Recommendations. They are intended to be
representative of long international connections, but not the longest possible. The lengths will likely require
revision when studies on the error rates of digital paths have progressed to the stage when the error rates of the
paths used in the connections can be predicted.

Note 4 — The propagation delay is one of the main factors to be studied based upon the structures and
lengths of the connections in Figures 1/H.110, 2/H.110 and 3/H.110. However, in the absence of subjective test
results, the specification of requirements for videoconferencing connections must await further study. This study
and particularly operational experience are required to determine the extent to which Recommendation G.114,
which applies to telephone connections, relates to videoconferencing connections.

Note 5 — In Figures 1/H.110 and 3/H.110, the codecs may be located anywhere within the international
or national networks including the international gateway or the customer’s premises.

Note 6 — The extensions beyond the codec shown as A or D in Figures 1/H.110 and 3/H.110 may
include wideband analogue or high-speed digital transmission systems on terrestrial bearers. It is not expected that
these transmission systems will have any significant influence on the quality of the picture or sound, or, on the
propagation delay, other than that due to their length.

Note 7 — For inter-regional operation, television standards conversion between 525-line and 625-line
video signals may be required. This conversion may be performed by the codecs themselves, or provided by
external equipment.

Note 8 — The arrangements shown in Figure 2/H.110 provide for the simplest means of transmission.
More complex means are possible and are not precluded.

Note 9 — The hypothetical reference connection shown in Figure 3/H.110 is of a more complex type than
the connection shown in Figure 1/H.110, in that it includes codecs in cascade, and, possibly an external
Television Standards Converter. The picture quality attainable with these more complex connections may be
degraded with respect to that attainable using the connection illustrated in Figure 1/H.110. This and other aspects
of the more complex connection must be studied further.

) The term “intra-regional” is used here to describe connections within a group of countries which share a common television
scanning standard and a common digital hierarchy, and may or may not be in geographical proximity. The term
“inter-regional” is used here to describe connections between groups of countries which have different television scanning
standards and/or different digital hierarchies.

Fascicle II1.6 — Rec. H.110 17



NATIONAL INTERNATIONAL NATIONAL

NETWORK L | NETWORK | ‘ NETWORK
A or D c DIGITAL TRANSMISSION C A or D
X RN W W W R NN R NN
D {See Figure 2/H.110) b

INTERNATIONAL CONNECTION |

A or D —Wideband analogue or digital transmission or both all providing equivalent quality.

National option.

Digital transmission —  Circuits for intra-regional or interregional digital transmission at the primary rate. This includes the international
network and any national digital extensions thereof (see Figure 2/H.110).
C — Types of codec which may be used in the hypothetical reference connections are indicated below. Each can work
with others of the same type and can interwork with other types shown, using a remultiplexer, if required. Codecs
D which perform these functions are described in Recommendation H.120.
Analogue Digital
: c 2048 kbits/s capable of
1 625Line D o (@ === interworking with 3
C 2048 kbits/s with 6 time
2) 625Line ——P (= = o ap slots vacated capable of
D interworking with 4
3) 525 Line +—p ¢ = o e =p 2048 kbits/s capable of
. . D interworking with 1
~ : ¢ i ble of
4) 525 Line —P = o cmop 1544 kbits/s capable O
‘ D interworking with 2
in c i ble of
6) 525 Line ) | o o 1544 kbits/s capable o
’ D ‘ interworking with 6
c 1544 kbits/s capable of
6). 625 Line DA b 4= == == interworking with 5

CCITT-82620

FIGURE 1/H.110
Hypothetical reference connection
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Note — The distances shown in Figure 2a/H.110 are applicable to Figures 2b/H.110, 2¢/H.110.and
2d/H.110. These distances refer to terrestrial transmission. Equlvalent distances relating to satellite
- transmissions are for further study.

FIGURE 2/H.110
Means for digital transmission



Symbols for Figure 2/H.110

A I Termination of a 1544 kbit/s circuit with G.733 interface.

B I Termination of a 2048 kbit/s circuit with G.732 interface.

le Remultiplex Unit. This provides bit rate conversion between the 1544 kbit/s frame and 2048 kbit/s frame from which
6 timeslots have been vacated.

TSA Optional Time Slot Access Unit. This provides means of inserting and extracting 384 kbit/s from the 2048 kbit/s frame which is
not used for video conferencing.

P Primary level of digital hierarchy (y + n X 384 kbit/s, where n = 5 or 4 and y = 128 or 8 kbit/s, respectiveiy).
Pys 1544 kbit/s. '
P, 2048 kbit/s.
INTER-
NATIONAL NATIONAL NATIONAL
NETWORK - | | NETWORK | NETWORK
- :
AorD| C DIGITAL c’ 1 T C DIGITAL C AorD
[ o o= = = o= .- - P l— S +—d > o > - = - - =)
D'l TRANSMISSION D’ L CJ D] - TRANSMISSION D
&j . (See Figure 2/H.110} ‘ (See Figure 2/H.110) q)
CLITT-82610
Same symbols as Figure 1/H.110, and
c Codecs in the HRC of Figure 3/H.110 which may be any compatible (with one another) combination of those defined as C/D in
Figure 1/H.110 but not capable of interworking with the specific C/D codecs in Figure 3/H.110..
D’ )
r37
i g | External Television Standards Converter.
[ CJI May or may not be required in the connection.
L= .

FIGURE 3/H.110
Complex hypothetical reference connection
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Symbols for Figure 3/H.110:

Analogue ) Digital
; | c 2048 Kbits/s capable of
1 625Line b (4= === interworking with 3
C : 2048 kbits/s with 6 time
2) 625 Line +—> [ o am ) slots vacated capable of
) D interworking with 4
3) 525Lne  <——d O/ |lememmer 2048 kbits/s capable of
D interworking with 1
¢ 4 kbits/ ble of
4) 525 Line — ] = = o 1544 kbits/s capa
D interworking with 2
. Cc .
5) 525 Line —> -——p 1544 kbits/s capable of
D interworking with 6
. c 1544 kbits/s capable of
6) 625 Line ¢ » b (¢ = == interworking with 5

Recommendation H.120

CODECS FOR VIDEOCONFERENCING
USING PRIMARY DIGITAL GROUP TRANSMISSION

(Malaga-Torremolinos, 1984, amended at Melbourne, 1988)

The CCITT,

considering
(a) that there is growing evidence of a customer demand for a videoconference service;
(b) that circuits to meet this demand can, at present, be provided effectively by digital transmission using

the primary digital group;
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(c) that the existence of different digital hierarchies and different television standards in different parts of
the world complicates the problems of specifying coding and transmission standards for international connections;

(d) that the eventual use of switched digital transmission networks should be taken into account,

appreciating

that rapid advances are being made in research and development of video coding and bit-rate reduction
techniques which may lead to further Recommendations being proposed for videoconferencing at bit rates which
are multiples or submultiples of 384 kbit/s during subsequent study periods so that this Recommendation may be
considered as the first of an evolving series of Recommendations,

and noting

that it is a basic objective of the CCITT to recommend a unique solution for international connections as
far as possible,

recommends

that the codecs having signal processing and interface characteristics described in §§ 1, 2 and 3 below,
should be used for international videoconference connections.

Note — Codecs of types other than those described in this Recommendation are not precluded.

Introduction

Section 1 of this Recommendation specifies the codec, developed for operation with the 625-line, 50 field/s
television standard and the 2048 kbit/s primary digital group. Its architecture has been chosen to permit variations
in the detailed design of certain of the functional elements having the greatest influence on the picture quality.
This enables future developments, aimed at improving the performance, to be incorporated without affecting the
ability of different coders and decoders to interwork. For this reason, no details are given of such items as motion
detectors or spatial and temporal filters. The Recommendation confines itself to the details necessary to enable a
decoder correctly to interpret and decode the received signals.

The annexes to § 1 which can be found at the end of this Recommendation give details of some additional
optional features which may be provided to supplement the basic design.

Under the general heading of codecs not requiring separate television standards conversion when used on
interregional connections, § 2 describes a version of the codec for 525 line, 60 field/s and 1544 kbit/s operation
which also provides automatic television standards conversion when connected to the version of the codec
described in § 1 via a re-multiplexing unit (to convert between frame structures defined in §§ 2.1 and 2.3 of
Recommendation G.704) at the junction of the 2048 and 1544 kbit/s digital paths. This codec is also suitable for
use within regions using the 525-line, 60 field/s television standard and 1544 kbit/s transmission.

Other implementations of § 2 are to be studied, for example:

— a version of the codec for 625-line, 50 field/s and 2048 kbit/s operation capable of interworking with
the codec described in § 3; '

— a version of the codec for 525-line, 60 field/s and 2048 kbit/s operation capable of interworking with
the codec described in § 1.

Section 3 of the Recommendation describes a codec for intra-regional use in 525-line, 60 field/s and
1544 kbit/s regions.

The frame structures associated with the codecs described in this Recommendation are to be found in
Recommendation H.130.

As the codecs are complex items using combined intraframe and interframe picture-coding techniques

which tend to be known only to specialists, Appendix I is provided giving a brief outline of the principles
involved in the codecs of §§ 1 and § 2.
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1 A codec for 625-lines, 50 fields/s and 2048 kbit/s transmission for mtra-regnonal” use and capable of
interworking with the codec of § 2

1.1 Scope

Section 1 defines the essential features of a codec for the digital transmission, at 2048 kbit/s; of signals for
videoconference or visual telephone service in accordance with Recommendation H.100. The video input to the
coder and output from the decoder in a 625-line, 50 field/s signal, according to the “Class a” standard of
Recommendation H.100, or alternatively, the 313-line, 50 field/s signal of the “Class b” standard. Provision is
also made for a sound channel and optional data channels. A brief description of the operation of the codec is
given in Appendix I. ) :

The Recommendation starts with a brief specification of the codec (§ 1.2) and a description of the video
interface. This is followed by details of the source coder (§ 1.4) which provides analogue-to-digital conversion
followed by recoding with substantial redundancy reduction in the face-to-face mode. Paragraph 1.5 deals with the
" video multiplex coder which inserts instructions and addresses into the digitized video signal to control the
decoder so that it correctly interprets the signals received. Paragraph 1.6 describes the transmission coder which
arranges the various digital signals (video, sound, data, signalling) into a form compatible with Recommenda-
tion G.732 for transmission over 2048 kbit/s digital paths. Paragraph 1.7 describes optional forward error
correction facilities. Provision is made in the digital frame structure for the inclusion of other optional facilities
such as a graphics mode, encryption and multipoint conferencing. Detalls of such facilities as are at present
available are given in the annexes to this Recommendation.

1.2 Brief specification

1.2.1  Video input/output

The video input and output are standard 625-line, 50 field/s colour or monochrome television signals. The
colour signals are in, or converted to, component form. Colour and monochrome operation are fully compatible.

1.2.2  Digital output/input

The digital output and input are at 2048 kbit/s, compatible with the frame structure of Recommenda-
tion G.704. '

1.2.3  Sampling frequency

The video sampling frequency and the 2048 kHz network clock are asynchronous.

124  Coding techniques

Conditional replenishment coding supplemented by adaptive digital filtering, differential PCM and
variable-length coding are used to achieve low bit-rate transmission.

1.2.5 Audio channel

An audio channel using 64 kbit/s is included. At present, coding is A-law according to Recommenda-
tion G.711, but provision is made for future use of more efficient coding.

1.2.6  Mode of operation

The normal mode of operation is full duplex.

D The term “intra-regional” is used here to describe connections within a group of countries which share a common television
scanning standard and a common digital hierarchy, and may or may not be in geographical proximity. The term
“inter-regional” is used here to describe connections between groups of countries which have different television scanning
standards and/or different digital hierarchies.
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1.2.7  Codec-to-network signalling

An optional channel for codec-to-network signalling is included. This conforms to emerging ideas in
CCITT for switching 2-Mbit/s paths in the ISDN.

1.2.8 Data channels

Optional 2 x 64 kbit/s and 1 x 32 kbit/s data channels are available. These are used for video if not
required for data.

1.29  Forward error correction

Optional forward error correction is available. This is required only if the long-term error rate of the
channel is worse than 1 in 106,

1.2.10 Additional facilities

Provision is made in the digital frame structure for the future introduction of encryption, a graphic mode
and multipoint facilities.

1.2.11  Propagation delay

When the coder buffer is empty and the decoder buffer full, the coder delay is less than 5 ms and the
decoder delay is 130 + 30 ms at 2 Mbit/s or 160 + 36 ms when only 1.5 Mbit/s are in use?.

1.3 Video interface

The normal video input is a 625-line, 50 field/s signal in accordance with CCIR Recommendation 472.
When colour is being transmitted, the input (and output) video signals presented to the analogue/digital
convertors {(and from the digital/analogue convertors) are in colour-difference component form. The luminance
and colour-difference components, E'y, (E'x — E'y) and (E's — E'y) are as defined in CCIR Report 624. The
analogue video input (and output) interface with the codec may be in the form of colour-difference components,
colour components (R, G, B) or as a composite colour signal. The video interface is as recommended in
CCIR Recommendation 656.

Optionally, any other video standard which can be converted to give 143 active lines per field may be
used.

14 Source coder
1.4.1  Luminance component or monochrome

1.4.1.1 Analogue-to-digital conversion

The signal is sampled to produce 256 picture samples per active line (320 samples per complete line). The
sampling pattern is orthogonal and line, field and picture repetitive. For the 625-line input, the sampling
frequency is 5.0 MHz, locked to the video waveform.

Uniformly quantized PCM with 8 bits/sample is used.
Black level corresponds to level 16 (00010000).
White level corresponds to level 239 (11101111).

PCM code words outside this range are forbidden (the codes being used for other purposes). For the
purposes of prediction and interpolation, the final picture element in each active line (i.e. picture element 255) is
set to level 128 in both encoder and decoder.

In all arithmetic operations, 8-bit arithmetic is used and the bits below the binary point are truncated at
each stage of division. o

. 2 These are typical figures. The delays depend on the detailed implementation used.
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1.4.1.2 Pre- and post-filtering

In addition to conventional anti-aliasing filtering prior to analogue-to-digital conversion, a digital
transversal filtering operation is carried out on the 625-line signal to reduce the vertical definition of the picture
prior to conditional replenishment coding. As a result of this process, 143 active lines per field are used instead of
the 287%; active lines of the 625-line signal, although the effective vertical definition is greater than one-half of
that of a normal 625-line display. An interpolation process in the decoder restores the 625-line signal waveform.

1.4.1.3 Conditional replenishmeﬁt coding

A movement detector identifies clusters of picture elements which are deemed-to be moving. The basic .
feature is a frame memory which stores 2 fields of 143 lines, each line containing 256 addressable points. The
memory is updated at the picture rate and differences between the incoming signal and the corresponding stored
values are used to determine the moving area in the coder. A similar frame memory must exist at the decoder and
~ be similarly updated under the control of addressing information received from the coder. It is not necessary to
specify the techniques used for movement detection because they do not affect interworking, although they do
affect the resultant picture quality.

Detected moving areas are transmitted by differential PCM with a maximum of 16 quantization levels. The
first picture element in each moving area is transmitted by PCM. Variable-length coding is used on the DPCM.
code words.

The first picture element of each cluster and the complete PCM lines, when they are transmltted to provide
systematic or forced updating, are coded in accordance with § 1.4.1.1.

1.41.3.1  DPCM prediction algorithm
The algorithm used for DPCM prediction is:

X=A+D

, where X is the sample being predicted. (See Figure 1/H.120.)

Previous line

—— e — e —— — — — e Previous field

* °-
As A X CCITT-64121

FIGURE 1/H.120
Identification of samples

For the purpose of prediction, line and field blanking are assumed to be at level 128 (out of 256).

1.4.1.3.2  Quantization law and variable-length coding

511 input levels are quantized to a maximum of 16 output levels. The quantizer does not assume the use of
modulo 256 arithmetic.

The quantization law and associated variable-length codes which are used for both luminance and
colour-difference picture elements in moving areas which are not horizontally subsampled are glven in
Table 1/H.120. ‘
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TABLE 1/H.120

- Code table for non-horizontally-subsampled moving areas

Input levels Output levels Variable-length code ‘ Code No.
—255t0 —125 —141 1000000001 17
—124to — 95 —108 100000001 16
— 94t0 — 70 ~ 81 10000001 15
- 69t —.49 — 58 1000001 14
— 4810 — 32 - 39 100001 13
— 31to — 19 - 24 10001 12
—18to — 9 - 13 101 10
- 8to~— 1 - 4 11 ' 9
0 to 7 + 01 1
gto 17 + 12 001 2
18t0 30 +23 0001 3
3Mto 47 + 38 00001 4
48to 68 + 57 000001 5
69to 93 + 80 0000001 6
.94t0 123 +107 00000001 7
124 to 255 +140 000000001 8

~ The end-of-cluster code is 1 0 0 1 and is designated as code number 11. The end-of-cluster code is
~ omitted at the end of the last cluster in a line irrespective of whether it is a luminance cluster or a
colour-difference cluster.

1.4.1.4 Subsampling

As the buffer fills, horizontal subsampling and field/field subsampling are introduced. -

1.4.1.4.1  Horizontal subsampling

Horizontal subsampling is carried out only in moving areas. Normally, in this mode, only even elements
~ are transmitted on even numbered lines and odd eclements on odd numbered lines. This gives rise to a line
quincunx pattern in moving areas.

Omitted elements are interpolated in the decoder by averaging the two horizontally adjacent elements.

Interpolated picture elements are placed in the frame stores. A moving area cluster will always start with a
PCM value and finish with a transmitted DPCM picture element, even during subsampling. This means that in in
some instances, the transmitted cluster needs to be extended by one element in comparison with the moving area
declared by the movement detector. At the end of the active line, however, this cannot occur as clusters must not
extend into blanking, so cluster shortening by one element can be necessary.

Adaptive element subsampling allows the transmission of normally omitted elements, either to remove
interpolation errors or, to provide a softer switch to subsampling and thus improve the picture quality. The
signalling of the extra elements is achieved by using, on horizontally subsampled lines only, 8 quantizing levels
for normally transmitted elements and the remaining 8 levels for the extra elements. Also, a cluster can finish
either on a normally transmitted element or an “extra” element.
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During horizontally subsampled lines,

Table 2/H.120 will be used for both luminance and colour-difference samples in moving areas.

TABLE 2/H.120

Quantization law and variable-length code table

the quantization law and variable-length code shown in

Quantizatidn Variable-length codes

Input range Output levels Normal elements Code No. Extra elements Code No.

—255to —41 —-50 10000001 15 1000000001 17

— 40to ~24 -31 100001 13 100000001 16

— 23to —11 —16 101 10 1000001 14

— 10to — 1 -5 11 9 10001 12
Oto + 9 + 4 01 1 0001 3
10to 22 +15 001 2 000001 5
23 to 39 +30 00001 4 00000001 7
40 to 255 +49 0000001 6 000000001 8

With regard to prediction, if element A is a non-transmitted element in a moving area, it is replaced by A
(see Figure 1/H.120); if element D is part of a subsampled moving area, and not transmitted in the current frame,

it is replaced by C.

14.14.2

Field/field subsampling

Either field can be omitted. In the omitted ﬁeld; interpolation takes place only in those parts of the picture
which are estimated to be moving. “Stationary” areas remain unchanged..

The estimated moving areas are formed from an OR function on the moving areas in the past and future
fields, as shown in Figure 2/H.120. In the figure, x is a moving element if a OR b OR ¢ OR d are moving.

Field B1
(transmitted)

[ XY

[ X4

Field B2
(omitted)

@ x

FIGURE 2/H.120

Field A1

(transmitted)

[ X

-9

CCITT-64130
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For the purpose of field interpolation, PCM lines are considered as non-moving and field blanking is
. assumed to be at a level of 128 out of 256.

In the interpolator for monochrome or luminance signals, the operations a+h and c+d are carried
out before the combined average is taken. Thus 2 2

[a-;b]+[c-;-d]

2

X =

The interpolated values are placed in the frame store.

142  Colour-difference components

1.4.2.1 Analogue-to-digital conversion

The signal is sampled to produce 52 samples per active line (64 samples per complete line). The sampling
pattern is orthogonal and line-, field- and picture-repetitive. For the 625-line input, the sampling frequency
is 1.0 MHz, locked to the video waveform.

The (E'x — E’y) and (E’'s — E'y) samples are sited so that the centre of the first colour-difference sample
on any line is co-sited with the centre of the third luminance sample (addressed as number 2). The (E'rx — E'y)
and (E's — E'y) signals are stored and transmitted on alternate lines of the coded picture. The first active line of
Field No. 1 contains (E's — E’y) and the first active line of Field No. 2 contains (E'’x — E’y). The colour
difference signal not being transmitted during any line is obtained at the decoder by interpolation.

The vertical filtering (see § 1.4.2.2) is arranged so that the effective vertical positions of the colour-differ-
ence samples in each of the 286 active lines coincide with those of the corresponding luminance samples.

Uniformly quémtized PCM with 8 bits/sample is used.

The (E'x — E'y) and (E's — E'’y) signals are quantized using + 111 steps with zero signal corresponding
to level 128. The analogue video signals are amplitude-limited so that the digitized signals do not go outside that
range (corresponding to levels 16 to 239). The video levels are set so that a 100/0/75/0 colour bar signal (see
CCIR Recommendation 471 for explanation of nomenclature) will occupy levels 17 to 239.

As for the luminance signal, forbidden PCM code words are available for purposes other than transmitting
video sample amplitudes.

1.4.2.2 Pre- and post-filtering

In addition to conventional anti-aliasing filtering prior to analogue-digital conversion, a digital transversal
filtering operation is carried out on the 625-line signal to reduce the vertical definition of the picture prior to
conditional-replenishment coding. As a result of this process, 72 active lines of (E'x — E'’y) and 71 active lines of
(E's — E’y) are used in Field No. 2 instead of 287" active lines per field of a 625-line signal. Similarly, Field
No. 1 contains 72 active lines of (E's — E’y) and 71 lines of (E'’x — E’y). An interpolation process in the decoder
restores the 625-line signal waveforms.

1.4.2.3 Conditional replenishment coding

Coloured moving areas are detected, coded and addressed separately from the luminance moving areas,
but the same principles are employed.

Detected moving areas are transmitted by differential PCM with a maximum of 16 quantization levels. The
first picture element in each moving area is transmitted by PCM. Variable-length coding is used on the DPCM
code words.

Complete PCM lines are transmittzd to provide systematic and forced updating coincident with luminance
PCM lines.
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1.4.23.1  DPCM prediction algorithm

The algorithm used for colour-difference signals is:

X = A (see Figure 1/H.120)

1.4.2.3.2  Quantization law and variable-length coding

As for luminance component (see §§ 1.4.1.3.2 and 1.4.1.4.1).

1.4.2.4 Subsampling

Horizontal subsampling is carried out in exéctly the same way as for the luminance signal, including
adaptive element subsampling.

. Field/field subsampling of the colour-difference signals is also similar to that of the luminance signal.
Either field can be omitted and, in the omitted field, interpolation takes place only in those parts of the picture
which are estimated to be moving. Stationary areas remain unchanged.

The estimated moving areas are formed by an OR function on moving areas in past and future fields in
the same manner as for luminance (§ 1.4.1.4.2).

For colour-difference signals, the interpolated value of x is (a + c) or (b + d) when x is in Field 1 or
Field 2, respectively. 2 2

Both field and horizontal subsampling take place simultaneously with subsampling of the luminance signal
and they are signalled to the decoder in the same way.

1.5 Video multiplex coding

1.5.1  Buffer store
The size of the buffer store is defined at the transmitting end only and is 96 kbit/s. Its delay is
approximately equal to the duration of one picture (40 ms).

At the receiving end, the buffer must be of at least this length, but in some implementations of the decoder
it may be longer. '

1.5.2  Video synchronization

The method used for video synchronization permits the retention of the picture structure. The required
information is transmitted in the form of line start and field start codes (LST and FST).

1.5.2.1 Line start code

The line start code includes a synchronization word, a line number code and é digit to signal the presence
of element subsampling.

It has the format:

00000000[/00001000|“S”| 3-bit line No. code |

“S8” is a 1 if horizontal subsampling occurs on the TV line following the line start code. “S” is a “don’t
care” condition on empty or PCM lines.

The line number code comprises the least three significant digits of the line number, where Line 0 = first
active line of Field 1 and Line 144 = first active line of Field 2.

Lines numbered 143 and 287 are non-coded lines, used for field synchronization and line number
continuity. :

1.5.2.2 Field start code

There are two field start codes, FST-1 and FST-2, where the first line of the field following FST-2 is
interlaced between the first two lines of the field following FST-1. FST-1 indicates the start of the first field,
starting with line number 0. FST-2 indicates the start of the second field, starting with line number 144, as shown
in Figure 3/H.120.
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Line No. Line No.

Field 1 0
—————— e M Fied2
1
. | 1
2
.
———— e
141
e
1462
e __ 288

CCITT-64140

FIGURE 3/H.120

Each field start code comprises a line start code, followed by an 8-bit word, followed by the line start code
of the first line of the next field. :

The field start code is given in Figure 4/H.120.

LST . LST

00000000 00001AAA F m 0000F11F 00000000 000010000 S | 000

FIGURE 4/H.120
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For FST-1, F = 1 and for FST-2, F = 0. A = 0 for normal operation. If required, A = 1 is used to
signal that the buffer state is less than 6 kbits (used in switched multipoint applications). S is the subsampling
digit as defined in § 1.5.2.1.

Field subsampling is signalled by two consecutive field start codes of the same number. For example:

field of data FST-1 field of data

l FST-1
signifies that field 2 has been omitted and that its moving areas must be interpolated as descrlbed in §§ 14142

and 1.4.2.4.

1.5.3  Addressing of moving areas

The positions of the clusters of picture elements along each line which are deemed to form parts of
moving areas are addressed by means of an address of the start of the cluster and an “end-of-cluster” code (EOC).

The form of coding is:

8-bit address of Variable-length
LST PCM value the PCM picture DPCM coded EOC PCM value 8-bit address etc.
element moving area

The PCM value is the amplitude of the first picture element of the cluster. When there is no
colour-difference data, the EOC is omitted in the last luminance cluster of every line, i.e. both the LST and
FST codes also signify end of cluster.

The EOC is 1001.

The address indicates the sample number along the line belonging to the first picture element of the
cluster.

A cluster cannot start at the last element of the line, i.e. (11111111) is a forbidden cluster address, nor
can it extend into line blanking even during subsampling.-

The minimum gap between the end of one cluster and the start of the next is four picture elements,
and the minimum length of a cluster is one picture element.

1.5.4 Addressing of colour-difference data

To permit the insertion of colour-difference data in a line containing moving picture elements, a colour
escape code is inserted after the final luminance cluster in the line. This permits addresses to be re-used for
colour clusters.

The escape code is 00001001 (an invalid PCM value) and follows the end of cluster code of the last
luminance cluster (if any), otherwise it follows the line start code. This is followed by the addresses,
variable-length codes and EOC codes of the subsequent coloured clusters, the sequence being terminated by
the line start code of the next line.
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The form of addressing of colour-difference moving areas is shown in Figure 5/H.120.

VvLC EOC 00001001 PCM value of first Address of first VLC codes

luminance colour-difference colour-difference
‘picture picture element cluster
element
EOC | PCM Address | ......... Line start | .........

code

FIGURE 5/H.120

There are 52 colour-difference picture elements per line, the first of which is given an address with
numerical value 4. The address range is therefore:

00000100 to 00110111.

A cluster cannot start at address (00110111) nor can it extend beyond this point, even during subsampling.
The minimum gap between the end of one colour-difference cluster and the start of the next is 4 picture elements.
The minimum cluster length is one picture element. Cluster bridging is not allowed between luminance and
colour-difference clusters.

A monochrome decoder will discard the information between the colour escape code and the next line
start code.

1.5.5 PCM lines -

PCM lines are used for systematic or forced updating and are signalled as shown in Figure 6/H.120.

. PCM value of first .
Invalid PCM code Invalid cluster picture element of 254 x 8 bit
address line PCM values
LsT | 11111111 - 11111111 XXXXXXXX. XX... 10000000

FIGURE 6/H.120

With monochrome, all 256 elements in the line are transmitted using 8-bit PCM.
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With PCM lines, the subsampling digit “S” is ignored at the receiver. PCM lines cannot be horizontally
subsampled.

For the purpose of field interpolation, PCM lines are considered to be non-moving.

With colour signals, the colour-difference data will comprise 52 x 8-bit PCM values following the
256 x 8-bit luminance elements. The colour escape code is not transmitted. A monochrome decoder w111 discard
the colour-difference picture elements.

1.6 Transmission coding

The transmission coder assembles the video, audio, signalling and optional data channels into a -
2048-kbit/s frame structure which is in accordance with Recommendation G.704. It also provides justification
~ facilities to enable the video sampling frequency to be independent of the network clock.

1.6.1  Serial data

With all serialized data (video, audio and addressing), the most significant digit is in the leading position.
Positive logic is used throughout.

1.6.2  Audio

The audio is coded into 64 kbit/s using A-law PCM, as specified in Recommendation G.711.

In the coder, the delay difference between the coded audio and video when the buffer is empty should be
within = 5 ms. In the decoder, the delays must also be equalized, and the tolerance is under study.

The audio output should be muted in the event of loss of frame alignment.

1.6.3  Transmission framing

1.6.3.1 General

The frame structure is defined in Recommendation H.130 which specifies how the frame is structured and
for what purposes the time slots are used. This information need not be repeated here.

Time slot 2 (odd) is allocated to codec-to-codec signalling and the functions of the various bits are
specified in Recommendation H.130. In most cases, the action to be taken by the encoder and/or decoder
according to whether each of these bits is 0 or 1 is evident from the specified purpose of the bit. In the few cases
where this is not so, additional information is given below.

1.6.3.2 Use of certain bits in each octet in the odd frames of time slot 2

Studies to determine the most suitable methods for multipoint conferencing are still in progress, but from
the preliminary results, a number of special features and facilities have been identified as being necessary and
have therefore been included in the codec and frame structure. In “continutous presence” multipoint conferencing,
a transmission channel may, at times, be shared by two codecs in different locations. This requires a reduction of
the bit rate of each source so that the total bit rate is within the capacity of the channel. The “facilities bits”,
bits (see Recommendation H.130) 3.1.2 and 3.1.7, are used to signal the availability of this facility and the bits 4 9
and 4.15, signal the mode of operation and the active time slots in use at the output of the transmission coder :
The details of how the foregoing bits are interpreted are given in Recommendation H.130.

Bits 3.7 to 3.15 also provide facilities’ whose principal usefulness is likely to be multipoint conferencing.
Information on the use of these bits together with details of the use of bits 1 and 2, which are essential to the
basic requirements of keeping the encoder and decoder in step, are given below:
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1.7

Bit 1 — For clock justification
The frequency control arrangements are as follows:

The video sampling clock is locked to the line-scanning frequency of the incoming video signal, which has
a permitted tolerance of + 2 parts in 10%

The justification is controlled by a comparison frequency of (22 500/11) kHz, which is locked to the video
clock.

The clock for the digital channel has a frequency of 2048 kHz + 50 parts in 10°.

The phase of the channel clock is compared with that of the comparison frequency and when the
channel-clock phase exceeds that of the comparison frequency by 2 w radians, a 1 is transmitted. If the
phase difference is less than 2 n radians, a 0 is transmitted.

Bit 2 — To signal buffer state

The degree to which the encoder buffer is filled, measured in increments of 1 K (1 K = 1024 bits), is
signalled using an 8-bit binary code. The most significant bit (MSB) is in frame 1 of the multiframe, the
second MSB in frame 2, etc. The buffer state is sampled at the start of the multiframe in which its state is

transmitted.

Bit 3.7 — Fast update request

On receipt of this bit set to 1, the transmitter buffer is forced to decrease its fill and stabilize to a state of
less than 6 K by preventing coded picture elements from entering the buffer. Bit A is set to 1 in the next
FST. The two following fields are treated as complete moving areas and the encoder uses an arrangement
for control of the subsampling modes to make the buffer overflow condition unlikely.

Bit 3.9 — Advance warning of interruption

This bit (set to 1) is used to warn a decoder that its received signal may be interrupted after the start of the
next supermultiframe for a period of not more than two seconds. On receipt of bit 3.9 set to 1, a decoder
will display a still picture for a period of not more than 2 s, or until an FST code is received with bit A
set to 1.

Bit 3.11 — Sound power signal

This bit is used to signal the sound power in the audio channel. The power is integrated over a period of
16 ms (period of the supermultiframe), uniformly quantized to 8 bits and transmitted at supermultiframe
rate. It is used during encrypted multipoint operations. In other cases, bit 3.11 is set to zero.

Bit 3.13 — Data distribution

This bit is set permanently to 0 in all encoders. When a 1 is received from the network (introduced, for
example, by a multipoint control unit), the encoder will vacate the same time slots in its outgoing signal as
signalled on the incoming stream by the settings of the relevant bits 4 (which identify the use of the time
slots, see Recommendation H.130). It will confirm the action by transmitting the same bit 4 settings as
received. This function should be carried out within 10 supermultiframe periods.

Bit 3.15 — Detection of looped ports

This bit is set to 1 in all codecs. It may be used by a multipoint control unit to detect whether one of its
bidirectional 2 Mbit/s ports has been externally looped.

Error correction

Provision is made for the optional use of forward error correction. This is required if the channel error

rate is worse than 1 in 10° for significant periods of time. The error corrector used is a (4095, 4035) five-error
correcting BCH? code. The error-correcting decoder has the ability to correct up to 5 isolated errors and one burst
of up to 16 errors in each block. At a channel error probability of 1 x 1074, the corrected error rate is
1.25 x 10~% The 60 parity bits which are required are obtained by removing the video from time slots 24 to 31 of
frame number 15 of each multiframe.

Note — The question of whether error correction should be provided on the signal, on the link, or both,

should be studied. Also under study is the question of whether the audio should be corrected by the same error
corrector or whether a separate error-correcting codec should be used.

3) BCH = Bose, Chaudhuri and Hocquengham.
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2  Codecs not requiring separate television standards conversion when used on interregional connections
A codec for 525-line, 60 fields/s and 1544 kbit/s transmission for intra-regional use and capable of
interworking with the codec of § 1
2.1 Introduction
Section 2 indicates the changes and additions which must be made to the text of § 1 in order to define the
version of the codec for use with 525-line, 60 fields/s television standards and transmission at 1544 kbit/s. The
two versions are capable of interworking via a re-multiplexing unit which can convert the Recommenda-

tion G.704, § 2.1 compatible frame structure on one side to the Recommendation G.704", § 2.3 compatible frame
structure (with 6 time slots empty) on the other side.

The two versions of the codec are identical in most respects, the important differences (apart from the

~ obvious ones arising from different input and output signals) being confined to the digital pre- and post-filters

and the signals for the control of the buffers. Moreover, the detailed algorithms of the pre- and post-filters do not

need to be specified to permit interworking. Only an outline of their mode of operation together with the few
necessary specifications are therefore provided.

2.2 Brief specification

22.1  Video input/output

The video input and output are standard 525-line, 60 fields/s colour or monochrome television signals.
The colour signals are in component form. Colour and monochrome operation are fully compatible. '

2.2.2  Digital output/input

The digital output and input are at 1544 kbit/s, compatible with the frame structure of Recommenda-
tion G.704. '

223  Sampling frequency

The video sampling frequency and 1544 kbit/s network clock are asynchronous.

2.2.4  Coding techniques

Conditional replenishment coding supplemented by adaptive digital filtering, differential PCM and
variable-length coding are used to achieve low bit-rate transmission.

2.2.5 Audio channel

An audio channel using 64 kbit/s is included. At present, coding is A-law according to Recommenda-
tion G.711, but provision is made for future use of more efficient coding.

2.2.6 Mode of operation

The normal mode of operation is full duplex.

2.2.7  Codec-to-network signalling

An optional channel for codec-to-network signalling is included.

2.2.8 Data channels

Optional 2 x 64 kbit/s and 1 x 32 kbit/s data channels are available. These are used for video if not
required for data. .
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229  Forward error correction

Optional forward error correction is available. This is required only if the long-term error rate of the
channel is worse than 1 in .10°.

2.2.10 Additional facilities

Provision is made in the digital frame structure for the future introduction of encryption, a graphic mode
and multipoint facilities.

2.2.11 When the coder buffer is empty and the decoder buffer full, the coder delay is 31 + 5 ms and the decoder
delay is 176 £ 31 msD. '

23 Video interface

The normal video input is a 525-line, 60 fields/s signal in accordance with CCIR Report 624. When colour
is being transmitted, the input (and output) video signals are in component form. The luminance and
colour-difference components, E'y, (E'r — E’y) and (E'’s — E’y) are as defined in CCIR Report 624. The video
interface is as recommended in CCIR Recommendation 567.

24 Source coder
241  Luminance component or monochrome

2.4.1.1 Analogue-to-digital conversion

The signal is sampled to produce 256 picture samples per active line (320 samples per complete line). The
sampling pattern is orthogonal and line, field and picture repetitive. For the 525-line input, the sampling
frequency is 5.0 MHz, locked to the video waveform.

Uniformly quantized PCM with 8 bits/sample is used.
Black level corresponds to level 16 (00010000).
White level corresponds to level 239 (11101111).

PCM code words outside this range are forbidden (the codes being used for other purposes). For the
purposes of prediction and interpolation, the final picture element in each active line (i.e. picture element 255) is
set to level 128 in both encoder and decoder.

In all arithmetic operations, 8-bit arithmetic is used and the bits below the binary point are truncated at
each stage of division.

2.4.1.2 Pre- and post-filtering

2.4.1.2.1 Spatial filtering

A digital filter reduces the 242Y; active lines-per-field of the 525-line signal to 143 lines-per-field, the same
number as in the 625-line version of the codec. In the decoder, the digital post-filter uses interpolation to restore
the signal to 525-lines per picture.

24122 Temporal filtering

A recursive temporal pre-filter with non-linear transfer characteristics is used in the coder to reduce noise
in the signal and increase coding efficiency. The frame store used in this filter can also be used as the storage
element of a frame interpolator with variable coefficients which is used to reduce the transmitted frame rate to a
value less than that of the input video signal. In 525-line to 525-line transmission, the transmitted frame frequency
is locked to the video clock and is approximately 29.67 Hz (29.97 Hz times 3057/3088) instead of the nominal
video rate of 29.97 Hz. In 525-line to 625-line transmission, the transmitted frame frequency is nominally 25 Hz
and is locked to the channel clock.

) These are typical figures. The delays depend upon the detailed implementation used.
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Because the (television) frames are leaving the coder more slowly than they are entering, the coding
process is suspended for one frame every Mh input frame. N is approximately 100 for 525- 11ne to 525-line
operation and approximately 6 for 525-line to 625-line operation.

In the decoder, the digital post-filter incorporates a frame store in some versions of the 625-line codec
where it is used in the line interpolation process. In the 52S5-line version, in addition to its use for line
interpolation, it is used as a temporal interpolator with variable coefficients to provide an extra output frame
during those periods when the decoding is temporarily suspended.

25 Video multiplex coding

2.5.1  Buffer store
The size of the buffer store is defined at the transmitting end only and is 160 kbits. Of this, 96 kbits is '

- used for smoothing the video data in the face-to-face mode and the remainder is used to accomodate the action of
the frame interpolator (see § 2.5.1.1 below) and the requirements of the graphics mode.

At the receiving end, the buffer must be at least this length but in some implementations of the decoder, it
may be longer.

2.5.1.1 Buffer control

The amount to which the transmitting buffer is filled is used to control various coding algorithms
(subsampling, etc.) and is signalled to the decoder to enable it correctly to interpret the received signals. In the
525-line codec, the transmission rate is less than the video input rate and hence the buffer tends to fill more

rapidly than would be determined by the movement in the picture, only to empty again when the interpolator
suspends the coding process.

To avoid incorrect changes in coding algorithms, the buffer-state signal is modified to take account of the
progressively changing coefficients of the interpolator in the pre-filter. The buffer then operates as though the data
is coming from a video source whose frame rate is uniform and the same as the transmitted frame rate.

2.6 Transmission coding

The transmission coder assembles the video, audio, signalling and optional data channels into a
1544 kbit/s frame structure which is compatible with Recommendation G.704.

2.6.1 Serial data

See § 1.6.1.

2.6.2  Audio

See § 1.6.2.

2.6.3  Transmission framing

The frame structure, compatible with Recommendation G.704 and also compatible with that of the 625-line
version in § 1, is given in § 2 of Recommendation H.130.

2.6.3.1 General

See § 1.6.3.1.

2.6.3.2 Use of certain bits in each octet in the odd frames of time slot 2

The use of certain of the bits in time slot 2 (odd) differs slightly from that given for the codec in § 1. The
differences are as follows:

Bit 1 — For clock justification

This bit is disregarded in 525-line decoders.
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To permit interworking with the 626-line codecs of § 1, the 525-line coders must transmit a fixed
bit-pattern which is used to control the frequency of the video clock in 625-line decoders. The exact form
of the repetitive pattern need not be specified but it must contain seven “ones” and four “zeros” in 11 bits,
e.g.

10110101101

Bit 2 — To signal buffer state

The degree to which the encoder buffer is filled, after correction for the interpolator (see § 2.5.1.1), is
measured in increments of 1 K (1 K = 1024 bits), and signalled using an 8-bit binary code. When working
to a 525-line decoder, the buffer state is sampled every 3057 channel-clock periods. When working to a
625-line decoder, the buffer state is sampled 10 times during every 525-line field period. When the buffer
input is suspended for a frame period, the buffer sampling is stopped. The sampled values of the buffer
state are stored prior to transmission. The store may hold between zero and 23 values which have been
modified to take account of the interpolator coefficients at the times of sampling. The modified sample
values are read out {as bit 2 of TS2 (odd)] at a uniform rate; the most significant bit (MSB) in frame 1 of
the multiframe, the second MSB in frame 2, etc.

Bit 3.7 — Fast update request

On receipt of this bit set to 1, the transmitter buffer is forced to decrease its full and stabilise to a
modified state of less than 6 K by preventing coded picture elements from entering the buffer. Bit A is set
to 1 in the next FST. The two following fields are treated as complete moving areas and the encoder uses
an arrangement for control of the sub-sampling modes to make the buffer overflow condition unlikely.

3 A codec for 525-lines, 60 fields/s and 1544 kbit/s transmission for intra-regional use

31 Introduction

A 1.5 Mbit/s interframe codec described under § 3, is capable of transmitting and receiving a single NTSC
video signal and audio signal using an adaptive predictive coding technique with motion-compensated prediction,
background prediction and intraframe prediction. '

The aim of this codec is to effectively transmit video telephone and video conferencing signals which have
relatively small movements. The video interface of the codec is a 525-line, 60 fields/s standard analogue television
signal corresponding to the “Class a” standard of Recommendation H.100.

32 Outline of codec

The essential parts of the codec block diagram are shown in Figure 7/H.120. The coder consists of three
basic functional blocks, that is, pre-processing, video source coding and transmission coding.

In the pre-processor, the input analogue NTSC video signal is digitized and colour decoded into one
luminance component and two chrominance components. These three components are time division multiplexed
into a digital video form, whose noise and unnecessary signal components are removed by the pre-filter.

In the video source coder, the digital video signal is fed to the predictive coder where interframe and
intraframe predictive coding techniques are fully utilized for minimizing prediction errors to be transmitted. The
prediction error signal is next entropy-coded using its statistical properties to reduce redundancies. Since the coded
error information is generated in irregularly spaced bursts, a buffer is used. If the buffer becomes full, the number
of prediction error quantizing levels and/or picture elements to be coded is reduced to prevent any overflow.

In the transmission coder, coded video and audio signals are first encrypted on an optional basis. The
coded video signal is then forward error correction coded and scrambled. The three signals, coded video, coded
audio and optional data signals are multiplexed into a 1544 kbit/s digital format with a frame structure as defined
in Recommendation H.130.

The decoder carries out a reverse operation.
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FIGURE 7/H.120
Codec blockdiagram

3.3 Brief specification

3.3.1  Video input/output

NTSC signals are used for the video input/output signal, with monochrome signal's being additionally
applicable. ' :

3.3.2  Digital output/input

The interface conditions for the digital output/input sign.al satisfy Recommendation G.703 specifications.
The signal transmission rate is 1544 kbit/s.

3.3.3  Sampling frequency

The video sampling frequency is four times the colour sub-carrier frequency (fsc) and asynchronous with
the 1544 kHz network clock. ‘ :

33.4  Time division multiplexed (TDM) digital video format
An NTSC signal is separated into a luminance component (Y) and two chrominance components (C,

and C,). A time division multiplexed signal composed of Y and time-compressed C; and C, is employed in the
source coding as the standard digital video format.
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3.3.5 Coding algorithm

Adaptive predictive coding supplemented by variable word-length coding is used to achieve low bit rate
transmission. The following three predictions are carried out adaptively on a pel-by-pel basis:

a) motion-compensated interframe prediction for a still or slowly moving area,
b) background prediction for an uncovered background area, and
¢) intraframe prediction for a rapidly moving area.

Prediction errors for video signals and motion vectors are both entropy-coded using the following two
techniques:

i) variable word-length coding for non-zero errors, and
ii) run-length coding for zero errors.

3.3.6 Audio channel

An audio channel using 64 kbit/s is included. The audio coding algorithm complies with Recommenda-
tion G.722.

3.3.7 Data channel

An optional 64 kbit/s data channel is available; which: is; used: for video. if not required. for: data.

3.3.8  Mode of operation

The normal mode of operation is full duplex, with: other medes;, e.g. the: one-way broadcasting operation
mode, also taken into account.

3.3.9  Transmission error protection

A BCH error correcting code is used along with a demand refreshing method to prevent uncorrected errors
from degrading the picture quality.

3.3.10 Additional facilities

Provision is made in the digital frame structure for the future introduction of such facilities as encryption,
graphics transmission and multipoint communication.

3.3.11 Processing delay

The coder plus decoder delay is about 165 ms without that of a pre-filter and a post-filter.

34 Video interface

i The video input/output signal of the codec is an analogue NTSC signal (System M) in accordance with
CCIR Report 624.

35 Pre- and post-processing

3.5.1  Analogue-to-digital and digital-to-analogue conversion

An NTSC signal band-limited to 4.5 MHz is sampled at a-rate of 14.3 MHz, four times the colour
sub-carrier frequency (fsc), and converted to an 8-bit linear PCM signal. The sampling clock is locked to the
horizontal synchronization of the NTSC signal. Since the sampling frequency is asynchronous with the network
clock, the justification information is coded and transmitted from the coder to the decoder.

The digital video data is expressed in two’s complement form. The input level to the A/D converter is
defined as follows:
— sinc tip level (—40 IRE) corresponds to — 124 (10000100);
— white level (100 IRE) corresponds to 72 (01001000).
(IRE: Institute of Radio Engineers)
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As a national option, a pad can be inserted before the A/D converter if a level fluctuation should be
taken into account at analogue transmission lines connecting terminal equipment and codec.

At the decoder, the NTSC signal is reproduced by converting the 8-bit PCM signal to an analogue signal..

3.5.2  Colour decoding and encoding

The digitized NTSC signal is separated into the luminance component (Y) and the carrier band
chrominance component (C) by digital filtering. The two baseband chrominance signals (C,; and C,) are obtained
by digitally demodulating the separated carrier band chrominance component. The effectivé sampling frequency
after colour decoding is converted to 7.2 MHz (2 fs¢) and 1.2 MHz (1/3 fs¢) for the luminance signal and
chrominance signals respectively.

The replica of the NTSC signal is obtained by digitally modulating thev C; and C, signals and adding to
" the Y signal at the decoder.

Filter characteristics for colour decoding and encoding are left to each hardware implementation since they
do not affect interworking between different design codecs. Examples of recommended characteristics are
described in Annex E.

3.53 TDM signal

A time division multiplexing (TDM) signal is constructed from the separated component signals.

First, the C; and C, signals are time-compressed to 1/6. Next, each of the time compressed C, and C,
signals, with their horizontal blanking parts removed, is inserted into the Y signal horizontal blanking interval on
alternate lines. C; is inserted on the first line of the first field and on every other line following throughout the
frame, while C, is inserted on the second line of the first field and on every other line following throughtout the
frame.

Active samples for the Y signal are 384 samples/line and 64 samples/line for the C; and C, signals. The
TDM signal is constructed with these active samples and 7 colour burst samples (B), which are inserted into the
top of the TDM signal.

As shown in Figure 8/H.120, the C; and C, signal sampling points coincide with that of the Y signal on
every sixth sample. The C; and C, signals of only the odd lines are transmitted to the decoder.

At the decoder, each component signal is again demultiplexed from the TDM signal, and time-expansion
processing of 6 times is carried out for the C; and C, signals.

Note — When a pad is inserted before the A/D converter as described in § 3.5.1, pre-emphasis (de-
emphasis) with a compensating gain for the C;, C, and colour burst signals is recommended at the source coder
input (decoder output) to obtain better picture reproduction in coloured parts.

3.54  Pre- and post-filtering

In addition to conventional anti-aliasing filtering prior to analogue-to-digital conversion, the following two
filtering processes should be used as pre-filtering for source coding:

a) temporal filtering to reduce random noise included in the input video signal;

b) spatial filtering to reduce aliasing distortion in subsampling.

At the decoder, the following three filtering processes should be used as post-filtering in addition to
conventional low pass filtering after digital-to-analogue conversion:

i) spatial filtering to interpolate the omitted picture elements in subsampling;

ii) spatio-temporal filtering to interpolate the omitted fields in field repetition;

iii) temporal filtering to reduce noise generated in the course of source coding.

Although these filtering processes are important for improving reproduced picture quality, their character-

istics are independent of interworking between different design codecs. Hence, pre- and post-filtering is left to
each hardware implementation.
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TDM signal format

3.6 S&urce coding

.3.6.1  Configuration of source coder and decoder

The video source coder and decoder configuration of this codec is outlined in Figure 9/H.120.

The .predictive encoder converts the input video -signal x into the prediction error signal e, using the
motion vector v. This conversion is controlled by the coding mode m. :

The variable Word-length (VWL) coder codes e and v into the compressed data C using the variable length
~ coding method. The transmission buffer memory (BM) smoothes out the irregularly spaced data C. The coding
mode m is also coded.
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The frame memory parity information p is used to check the identity of coder and decoder frame memory
contents. If any parity error is detected, frame memories of both coder and decoder are reset by the demand
refresh information (DR) and the demand refresh confirmation information (DDR).

At the decoder, the variable word-length (VWL) decoder decodes e, v, m and p, and the predictive decoder
reproduces the video signal x’'.

o DDR |
¥
Coding parameter P
control - b '
m m ]
x =Y. e c Compressed
° »| Predictive > o » Bv | »ovideo
encoder - - VWL output
K coder
v >
Motion
> vector -
detector.
m
' € | vwL Compressed
X . ioti < [ A
o¢——— Zredlctwe P | decoder |« BM je——ovideo
ecoder < in
put
v |
o DR
" CCITT-88210
X Input video signal
x' QOutput video signal
m Coding mode
e Prediction -error
v Motion vector
p Parity check information
C Compressed data .
b Buffer memory occupancy information

VWL Variable word length

BM Buffer memory

DR Demand refresh request information

DDR Demand refresh confirmation information

FIGURE 9/H.120

Source coder and decoder configuration

3.6.2  Predictive coding

3.6.2.1 Coding modes

Five coding modes as summarized in Table 3/H.120 are provided. All of the samples are coded and
transmitted in normal mode, while half of the samples are omitted in subsampling mode. In field repetition mode,
one or more consecutive fields are omitted (called multi-field repetition, see Note 1). If field repetition mode and
subsampling mode are used in combination, only a quarter or less of the original picture elements are coded and
transmitted.
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Subsampling is carried out in a quincunx way, namely by transmitting only odd-numbered pels on
odd-numbered lines and even-numbered pels on even-numbered lines in each block-line (see Note 2).

In field repetition mode, either the odd or even fields are omitted. For the omitted fields, both the
- prediction error e and the motion vector v are set to 0.

Note I — If odd fields and even fields are mixed after field omission, a severe picture degradation takes
place. Hence, 1 out of 2, 3 out of 4 or 5 out of 6 field omission is recommended.

Note 2 — Each block-line consists of 8 lines as defined in § 3.6.2.5.

TABLE 3/H.120

Coding modes .

Coding modes Abbreviation Operation.
1 Normal NRM Ful} sampling :
2 Field repetition FRP One or more fields omission
3 Sub_sa'mpli_r;g SBS 2: 1 per omission
4 Stop | STP Suspension of coding
5 Refresh o RFS Renewal of frame memory

3.6.2.2 Adaptive prediciion

Prediction functions are adaptively selected on a pel-by-pel basis as shown in Figure 10/H.120. The
selection is carried out so as to minimize probable prediction errors. This is accomplished using the two prediction
status signals, which are determined by prediction reference signals, for the preceding pels located on the previous
and the present lines.

. When subsampling and/or field repetition are operated, omitted pels are interpolated in the prediction
loop.

The notations defined for the i-numbered pel are as follows:

X;: -local decodér output,

Y;: interpolator output,

M;: motion compgnsated interframe prediction value,
B,—: background prédiction value, ‘

I, intraframe prediction value,

*

logical produét, and

+: logical sum.-
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Adaptive prediction
3.6.2.2.1  Motion-compensated interframe prediction/background prediction
Prediction status signal S; for pel i is determined as
Syi= Ry (i — 455)+ R, (i — 456) + R, (i — 456) * R, (i — 454) + Ry (i — 454) * R| (i — 455) 3-1
where prediction reference signal R, (i) is
0if|Y; — Bi| = | Y, — M|,
Ry (i) = (3-2)
1 if otherwise. : :
Based on S);, prediction signal Xj; is given as
M, if §; =0, R :
Xy = » ’ (3-3)

B, if Sy = 1.

If pel i is either omitted due to subsampling and/or field repetition or forced intraframe coded or in
burst B, its corresponding R; (i) is set to 0 regardless of equation (3-2).

Fascicle 1I1.6 — Rec. H.120 45



3.6.2.2.2  Interframe prediction/intraframe prediction
Prediction status signal S; for pel i is determined as

where prediction reference signal R, (i) is

0if|Y,~ — Iil >|Y, - X1,-|,
R; (9)

1 if otherwise.
Based on S,;, prediction signal X; is given as

Xy;if Sy, = 0,
Xy =~

I,‘ lf Sz,' = 1.

3-4)

(3-3)

(3-6)

If pel (i — 1) is omitted due to subsampling, R, (i — 2) is used instead of R, (i — 1). On the other hand,
if pel (i — 455) is omitted, R, (i — 454) » R, (i — 456) is used instead of R, (i — 455) If pel i is forced

intraframe-coded, its corresponding R, (i) is set to 1 regardless of equation (3-5).

If pel i is omitted due to field repetition, its corresponding R, (i) 1s set to 0 regardless of equation (3-5).

When pel i is not forced- 1ntraframe coded, R; (i) in burst B is set to 0.

3.6.2.3 Background generation

The background prediction value is generated scene adaptively as

= b + v(k) sgn (Y; — b7) u(Y; — Yi7)

where
1if | Y - Y/ < L,
u(¥; - Y77) =
0 if otherwise.
L 1, for one frame period in every block of k frames
vk = 0, for consecutive (k—1) frames following the frame of v(k) =
and

b; - is the background prediction value for the present frame,
b~/ is the background prediction value for the previous frame,
Y, is the interpolator output for the present‘ frame,
Y;~/- is the interpolator output for the previous frame,
u is the still area detection function,
is the background updata control parameter, and

L is the threshold value.
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Parameters k and L are set as K = 8 and L = 1. It is noted that for hardware simplification, b;~/, instead
of b;, is used as background prediction value B; (see Figure 11/H.120).

-Revision
control o~
signal BUC
Still area
»| detection
circuit
vik)eu"
Interpolator + C_B ‘
output Y Ot - Controller
b
Background Background
prediction o< frame
.signal B ’ b'f memory
CCITT-88230

FIGURE 11/H.120

Background generation

3.6.2.4 Forced intraframe prediction -

This codec usually used the demand refresh mode to prevent the defected picture due to transmission
errors from being left in the decoder frame memory. The démand refresh mode is carried out if BWP (bit 3.15.4 in
codec-to-codec information) = 0, which indicates that backward path from decoder to coder is available.
However, the cyclic refresh mode is also provided, considering such applications as broadcasting communication
where no backward path (from decoder to coder) is available. This mode is carried out-when BWP = 1.

For either of the two refresh modes, the prediction function is forcedly set to intraframe prediction.

In the demand refresh mode, the motion frame memory and the background frame memory are updated
block-line by block-line within a frame time by writing the interpolator output simultaneously. Once demand
refresh starts by receiving DRR in the coder, the following DRR (demand refresh request command) received is
disregarded for one second (see Note). ,

In the cyclic refresh mode, the two memories are simultaneously updated two lines at a time by writing the
interpolator output. When a field is omitted due to field repetition, the background frame memory is updated by
the signal which updates the motion frame memory. It should be noted that the command for the cyclic refresh
mode is ignored in block-lines where updating based on the demand refresh mode is carried out.
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Note — If a transmission error happens on the line from the codec A to the codec B, the decoder of the
codec B detects the error occurrence and generates a demand refresh request information (DR). This DR is passed
to the coder of the codec B and transmitted as a demand refresh request command (DRR) to the codec A. When
the decoder of the codec A receives DRR, a demand refresh confirmation information DDR is passed to the coder
of the codec A. Finally, demand refresh mode is operated along with transmission of a demand refresh mode
command (DRM) from the codec A to the codec B. :

3.6.2.5 Definition of blanking and block—line and edge pels treatment

36251 The kinds of pels arranged on a horizontal scanning line (see Figure 8/H.120), for which prediction
functions are defined, are as follows: o

Burst B - 7 pels,
Colour C 64 pels
Luminance Y 384 pels

The vertical blanking periods are treated in the same way as active lines.

3.6.2.5.2 - Block-line

See Figure 12/H.120.

In the first field, 8 lines consisting of the 8th to the 15th lines form the first block-line, with every 8 lines
following this forming each a block-line. In the second field, 8 lines consisting of the 7th to the 14th lines form
the 33rd block-line. Each field has 32 block-lines.

The last block-line in a frame is defined as the 8 lines which include the last line of the frame, or the line
closest to the head line of the frame. The position of the video last line in the last block-line is coded as frame
position.

First line in a frame

Last line .
inaframe | / First field | Second field R
rialaifaa 21212 (2 11 [1]1 2121212121212
0 1 32 33 64
7 XX XX
6 XXX \ \
.5 X \\ \\
4
3 ] X
2 __| . ;
1 | 1 ]/ 32 XX 33 . // 64
- e —— ' ———— CCITT-88240
First block-line Reset lines
Last block-line ‘

FP Frame positioh
X Resetline -

Note — When the last line in a frame falls on the nth line of the last block-line, FP = mod(n,8).

FIGURE 12/H.120
Definition of block-line and reset line
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3.6.2.5.3 Reset lines

The lines which are excluded from block-lines are defined as reset lines. These reset lines are clampled to 0
in the predictive coding and decoding loops, or the corresponding prediction values X, and prediction errors e in
Figure 10/H.120 are set to 0. The reset lines are prediction-coded in normal mode with adaptive predlctlon and by
setting v = 0. :

3.6.2.5.4 Edge pels suffer from crosstalk due to interpolation between B and C, Cand Y, and Y and B. In
order to prevent such crosstalk, the first 3 pels in B, the last pel in B and the first pel in Y are clampled to 0 at
the source coder input IDM signal as in Figure 13/H 120.

0 [cog [0 [Cis] § [cear [0 [Vizgf D [Yes7
< 3 > 3 ::1 > e b e >
< B >le c >e Y >

CCITT-88250

Note — This figure shows an odd line in the first field. See Figure 8/H.120 as for pel numbers.

FIGURE 13/H.120

Zero insertion for preventing crosstalks due to interpolation

3.6.2.5.5 Edge pels are not treated specifically in the source coder and decoder. That is, video signals including
reset lines and the 3 clamped pels in B are processed as if they were existing continuously (see Note).
Consequently, even if a motion vector points to pels outside the active picture area, it functions as a delay control
for the input time serial video signal.

Note — The right end of each line in the picture is assumed to be connected to the left end of the next
line, and the lower end of each frame is assumed to be connected to the upper end of the next frame.

In the forced intraframe prediction mode, the prediction value for the first pel of each line is set to 0.

For the burst signal, no adaptxve prediction nor subsampling is applied and no motlon vectors are
transmitted.

3.6.2.6 Prediction and interpolation functions

Prediction functions and interpolation functions are shown in Table 4/H.120 for all of the coding modes.
It should be noted that motion vectors for the colour signal can be set to 0 without much loss of coding efficiency.
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Prediction and interpolation fuctions

TABLE 4/H.120

Coding mode

Prediction functions P(Z) (Note 1)

Interpolation functions I(Z) (Note 2)

Kind of pel
Py (2) Pc (2) Py (2) Iv (2) Ic (Z) Is (Z)
. Z_l; S2 =1
Normal "Coded - Z F+V. 8, =0,8, =0 Z-F 1
: Po(Z) (Note 3); S, = 0, S; = 1
Z-?(Note 4); S; = 1
Coded Z-F+Y: 8§, =0,8, =0 1
Py(Z); S, = 0,8 = 1
Subsampling 1 (1
etz
Omitted (not defined) 3 Z-'+ 72+
+ % (z " + Z*“)}
: i ; 1 aem —263H Z_m H; first field
Field repetition Omlttéd (not defined) 5 z + 2 ) Z-221. second field

N

R Coded z-! 1

M
Refresh :
eires s Coded Z-2 (Note 4) 1

B 1

S Omitted (not defined) 3 Z " + 2+

Note I — S, and S, are prediction status signals defined in § 3.6.2.2.

Note 2 —To deal with fractions generated by operation of (A+ B)/2, (A+B+1)/2 is executed and the 8 MSBS are used.

Note 3 — Background is generated as described in § 3.6.2.3.

Note 4 — Z-!, if the previous pel is coded.




3.6.2.7 Quantization
Prediction errors for video signals are quantized using one of the four quantizing characteristics indicated

in Table 5/H.120, that is, Q, (57 levels), Q; (57 levels), Q, (51 levels) and Q; (37 levels). The same set of
quantizing characteristics are applied regardless of prediction functions.

TABLE 5/H.120

Quantizing characteristics

Q Q Q Q
Input range Oll;t}:;n Input range Oll;:};}lt Input range Ol::};;" Input range Ol:ff;lt
Oto 1 0 Oto 3 0 Oto 4 0 Oto 6 0
2 1 4to 6 3 5t0 8 5 : T7to 11 - 7
3 2 Tto 8 6 9to 12 10 “12to 17 14
4to 5 3 9to 10 9 13to 17 15 18to 24 21
6to 7 5 11to 13 12 18 to 22 20 25to 31 28
8§to 9 7 14to 16 15 23 to 27 25 32to 38 | 35
10to 11 10 17to 19 18 28 to 32 30 39t0 45 42
12to 14 13 20to 22 21 33to 37 35 46 to 52 49
15t0 17 16 23to 26 24 38to 42 40 53 to 59 56
18to 20 19 27 to 30 28 43 to 47 45 60 to 66 63
21 to 23 22 31to 34 32 48 to 52 50 67 to 73 70
24 to 26 25 35to 39 37 53to 57 55 74 to 80 77
27to 29 28 40to 44 42 58 to 62 60 81 to 87 84
30to 32 31 45to 49 47 63 to 67 65 88to 94 91
33to 37 35 50to 54 52 68 to 72 70 95 io 101 98
38to 42 40 55to 59 57 73 to 77 75 102 to 108 105
43 to 48 45 60 to 64 62 78 to 82 80 | 109 to 115 112
49to 54 51 65 to 69 67 83 to 87 85 . 116 to 123 119
55t0 60 57 70to 74 72 88 to 92 90 124 to 255 1127
61 to 67 64 75to 79 77 93 to 97 95
68 to 74 71 80to 84 82 98 to 102 100
75t0 81 78 85to 89 87 103 to 107 105
82to 88 85 90 to 94 92 108 to 112 110
89to 95 92 95to 99 97 113 to 118 115
96 to 102 99 100 to 104 102 119 to 124 121
103 to 109 106 105 to 109 107 125 to 255 127
110 to 116 113 110 to 116 113
117 to 123 120 117 to 123 120
124 to 255 127 124 to 255 127

Note — Characteristics are symmetrical with respect to zero.
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'3.6.2.8 Limiter in prediction loop

No limiter is allocated in the prediction loop. Accordingly, the input signal x for the prediction loop is
limited to —124 < x < 123 so that the local decoder output X is maintained in the —128 < X < 127 range.

3.6.2.9 Frame memory parity check

Parity is counted for each bit plane of the interpolator output during a video frame period from the 1st to
the 64th block-line as defined in Figure 12/H.120. If block-lines are omitted in field repetition mode, parity is not
counted during these omitted block-lines.

Eight odd parity bits are sent to the decoder, where they are compared with the parity bits of the decoder

interpolator output to detect uncorrected errors. If any difference between received and counted parity bits is
found, a demand refresh is requested from the decoder to the coder.

3.6.2.10  Suspension of coding operation

When the information is generated to the degree that the transmission buffer memory overflows, coding
operation is suspended by setting e = 0 and v = 0. This stop mode is defined only in the coder. Interpolation
and prediction functions for this mode are defined as either of NRM, SBS, FRP or RFS modes according to the
control of the coding parameter controller.

3.6.3  Motion vector transmission

3.6.3.1 Block size

A block for motion compensation consists of 8 lines (vertical) by 16 pels (horizontal).

3.6.3.2 Maximum tracking rangé

Motion vectors are tracked in the range of +7 to —7 lines (vertical) and + 15 pels (horizontal) at its
maximum. The decoder should be able to reproduce any vector in this maximum range.

3.6.3.3 Definition of vector direction
The motion vector v (vx, v,) is defined as

Vx = Xqg — Xp
and . ' ' 39

Vy = Ya — Vb

where the block positions in the present frame and in the corresponding previous frame are (x,, y,) and (x3, y3)
respectively. The x and y directions are identical to those of the horizontal and vertical scanning. This definition
means that delay in the interframe prediction loop increases for v,, v, greater than 0.

3.6.3.4 Motion detection method

A motion vector is detected for each block by the interframe block matching method. Detailed detection
methods are left to each hardware implementation (see Note).

Note — When multi-field repetition is employed, the detected vector for the previous transmitted frame

can be utilized as the initial value for vector detection in the present frame to be omitted, and the: detected vector
for the present frame can be utilized as the initial value for vector detection in the next frame, and so on.
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3.6.4 Coding parameter control

3.6.4.1 Control method

Coding control is carried out by selectmg quantizing characteristics described in § 3.6.2.7 and coding

modes described in § 3.6.2.1.

3.6.4.2 Control timing

Coding parameters are controlled according to the timing and commands as shown in Table 6/H.120.

TABLE 6/H.120

Coding parameter, control unit and commands

Coding parameter

Control unit

Commands

Normal

Frame
Block-line (8 lines)

SBC = 1, IFM = 1, FRP = 1 and"

TRANS (SBS: off)

Block (8 x 16 pels)
Quantization Block-line QC1 and QC2
Field repetition Block-line (Note) FRP = 0

Frame SBC = 0 and FRP =1
Subsampling

Block TRANS (SBS: on) and FRP = 1
Stop arbitrary Prediction error e = 0,

motion vector v = 0

Demand refresh

Block-lines

DRM = 0 and IFM = 0

Two lines

DRM

Cyclic refresh = 1,IFM = 0 and CRM 1, 2

Note — Consecutive 32 block-lines from the first through the 32nd block-lines or from the 33rd through the 64th block-lines are
omitted for ordinary field repetition. Other methods are also possible using the FRP command controlled in the unit of
block-line.

3.6.43 Control sequence

The control sequence is determined based on buffer memory occupancy and other control information.
Since this sequence does not affect interworking between different design codecs, it is left to each hardware
implementation. However, the codec operating principle is that the coder determines all operating modes, which
are transmitted with the coded video data to the decoder as a combination of commands. The decoder reproduces
the video signal according to the received commands and data. A control sequence example is shown in Annex F.
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365 Ehtropy coding

3.6.5.1 Configuration of entropy coding

The configuration of entropy coding is shown in Figure 14/H.120. The entropy coder compresses the data

of the prediction error e and motion vector v, which are provided by the source coder, using variable length

- coding. These compressed data are multiplexed with coding mode data m and fed into the transmission buffer
memory. The multiplexed data format is outlined in Figure 15/H.120.

Parity P » )
coding mode _m »| Mode coding »
SBS >
> M Multiplexed
VL » le———p
Prediction error e > ¢1 u data
X
Motion vector v —> vic2 >
CCITT-86260
SBS Subsampling
VLC Variable word length coder
FIGURE 14/H.120
Configuration of entropy coding
1TV frame
N
4 N\
F F M P L L M P L L ™M P
S M| MLV E | S MV E S M|V |E
D D|D D D D D D|D D
A — J/ o /
VT \'d v
First block-line Second block-line n-th biock-line
CCTT-68270

FS Frame sync

-FMD Frame mode data
LS Line sync
LMD Line mode data
MVD Motion vector data
PSD Prediction error data

FIGURE 15/H.120
Multiplexed data format

3.6.5.2 Commands for codiﬁg mode._s and data structure

The commands for coding modes and data structure are defined as follows:

3.6.52.1 Frame sync (FS)

The frame sync is a unique word to designate the start of a video frame and its value is:
0000000000000010.
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3.6.5.2.2 Frame mode data (FMD)

The format of the frame mode data is given in Figure 16/H.120.

Head PT FM1 BC FM2 FM3 FM4
19 10 19 12 19 3g
byte ()

FIGURE 16/H.120

a) Parity data (PT)

b)

0dd parity for each of the 8-bit planes of the interpolator output during the previous frame period
(MSB first).

Frame mode 1 (FM1)

The format of the frame mode 1 is given in Figure 17/H.120.

i)

iii)

iv)

v)

SBC BRC BUC DRM 1 FP2 FP1 FPO

FIGURE 17/H.120

Subsample control (SBC)

When SBC = 0, subsampling is carried out throughout the frame excluding burst signals, reset
lines and block-lines with FRP = 0. See § 3.6.2.1.

Background revision control (BRC)

When BRC = 0, the contents of the motion frame memory are transferred to the background
frame memory during this frame period. See § 3.6.2.4.

Background update control (BUC)

When BUC = 0, the background frame memory is updated. If BRC is operating, it has priority.
See § 3.6.2.3. .

Demand refresh mode (DRM)
When DRM = 0, coding is carried out with demand refresh mode. See § 3.6.2.4.
Frame position, FP2-FP0 (see Note)

This 3-bit word designates the position of the head line of the video frame or the first line in the
first field (MSB first). See Figure 12/H.120.
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56

d)

Note — FP bits are employed for preventing degradation in the case where the input signals are
‘asynchronously switched to another signal where those signals have different sync phase or
different sync frequency. For this purpose, the horizontal sync pulse interval in the codec,
namely the picture element numbers per line should be kept as 455 samples, even in the
transition period. Furthermore, input signal switching which takes place during the reset line
periods should be ignored.

Buffer control (BC)

The staying time of FS in the transmission buffer memory is coded into an 8 bit word (MSB first). See
§ 3.6.6.1.

Frame mode 2 (FM2)

The format of frame mode 2 is given in Figure 18/H.120.

1 DRR CMS CRM1 CRM2 SF1 MAF 1

FIGURE 18/H.120

1)  Demand refresh request (DRR)
When DRR = 0, the decoder requests a demand refresh to the coder. See § 3.6.2.9.
ii)  Colour/monochrone state (CMS)

Colour (bit = 1) / monochrome (bit = 0) where monochrome is optional and the default mode
is colour.

iiiy CRMI1, CRM2: cyclic refresh mode

This 2-bit word designates the position of the two lines in a block-line which is cyclic refreshed.
" See Figure 19/H.120. See also § 3.6.2.4.

iv) Spare frame mode (SF1)
V)  Mode addition flag (MAF)
When MAF = 0, FM4 is added.

CRM1 CRM2 Line
1
0 0
2
. : 3 .
0 1
4
> Block-line
5
1 0
7
1 1
o |

FIGURE 19/H.120
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e) Frame mode 3 (FM3)

National option 8-bit data. If not used, a code consisting of all ones (11111111) is inserted.

f) Frame mode 4 (FM4)

Byte 1 SF2 SF3 | SF4 1 SF5 SF6 SF7 SF8
Byte 2 SF9 SF10 | SF11 1 SF12 | SF13 | SF14 | SF15
Byte 3 SF16 | SF17 | SF18 1 SF19 | SF20 | SF21 SF22

SF2-SF22 Spare frame mode.

3.6.5.2.3 Line sync (LS)

The line sync is a unique word to designate the start of a block-line and its value is: 0000000000000011.

3.6.5.2.4 Line mode data (LMD)

The format of the line mode data is given in Figure 20/H.120.

Head ac1 Qc2 - IFM 1 LSK FRP SL1 SL2 ‘ LDN J

1 byte 1 byte

FIGURE 20/H.120

a) QCl, QC2: Quantizing characteristics

QC1 QC2 Characteristics (Table 5/H.120)
0 0 Qo
0 1 Q
1 0 Q
1 1 Qs
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b) Forcedvintraframe prediction mode (IFM)

" When IFM = 0, the prediction function is fixed to intraframe prediction, throughout this block-line if

DRM = 0, and at the two lines designated by CRM1 and CRM2 if DRM = 1. See § 3.6.2.4.
¢) Line skip (LSK) ’ '

When LSK = 0, the following byte (LDN, line data number) designates the number of block-lines
which are skipped. See § 3.6.5.5. LDN is coded similarly as the number of vector data, VDN. When

LDN = n, consecutive (n + 1) block-lines are the same. Therefore 0 < n < 63.

- d) Field repetition (FRP)

When FRP =0, this block-line is omitted because of field repetition. This is valid even if IFM = 0.

See § 3.6.2.1.
e) SLI, SL2: Spare line mode

3.6.5.2.5 Motion vector data (MVD)

The format of the motion vector data is given in Figure 21/H.120.

n7 | n6 | nb 1 nd | n3 | n2 | nt VD Note

VDN n byte

Note — Dummy, see § 3.6.5.4.6.

FIGURE 21/H.120

a) Vector data number (VDN)

Designates the byte number of the following vector data (VD) (in natural binary code, MSB first).
b) Vector data (VD)

Variable length coded motion vector data.

3.6.5.2.6  Prediction error data (PED) (variable word length coded)

The format of the prédiction error data is given in Figure 22/H.120.

Dummy

PED ) 0

(Integer) byte
FIGURE 22/H.120
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3.6.5.3 Prediction error coding (VLC 1)

See Figure 14/H.120.

3.6.5.3.1 Coding method

The quantizing level number corresponding to prediction error e is coded based on its statistical
characteristics. For e = 0, variable word length coding is carried out using code V or F stating the quantizing
level number (see Table 7/H.120). For e = 0, run length code R is used to state a run (RL) of ineffective pels.
Note that if RL = 1, a variable word length code V, or F, to state e = 0 is used (see Table 8/H.120).

TABLE 7/H.120

Variable length code for non-zero amplitude prediction errors

nﬁfl:gxl’.r 15:;; V Code nt:l:ir lgr(l)gdt; F code
Vo 4 0111 Fo 4 0001
1 2 18 1 6 1111158
2 5 0110 |S 2 6 111108
3 7 0101 |[118 3 6 111015
4 7 0101 |10S 4 6 111008
5 8 0101 |011S 5 6 110115
6 8 0101 |010S 6 6 110108
7 8 0101 |001S 7 6 1100158
8 8 0101 [000S 8 6 110008
9 9 0100 |11118S 9 6 1011158
10 9 0100 [11108S 10 6 101108
1 9 0100 [1101S 1 6 101018
12 9 0100 |1100S 12 6 10100S
13 9 0100 10118 13 6 100118
14 9 0100 |1010S 14 6 10010S
15 9 0100 |1001S 15 6 10001S
16 9 0100 |1000S 16 6 10000S
17 10 0100 |01111S 17 6 011118
18 10 0100 (011108 18 6 011108
19 10 0100 |011018S 19 6 011018
20 10 0100 |01100S 20 6 011008
21 10 0100 |01011S 21 6 010118
2 10 0100 |o0t11i0s 2 6 010108
p%) 10 0100 |01001S 23 6 010018
24 10 0100 |01000S 24 6 01000S
25 10 0100 |00111S 25 6 001118
26 10 0100 [00110S 26 6 001108
27 10 0100 |[00101S 27 6 001018
28 10 0100 |[00100S 28 6 00100S

Note — S denotes sign. S = 0 for positive, S = 1 for negative.
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TABLE 8/H.120

Run length code R for zero amplitude prediction errors

RL Code

(Note 1) length Code word R Remark

2 5 00} 001

3 5 00] 000

4 6 00| 1010

5 6 00| 1001

6 6 00| 1000

7 7 00| 10111

8 to 11 7 00| 110XX N X =11 — RL

12 8 00| 111101

13 8 00111100

14 to 17 8 00| 1110XX X = 17 — RL
18 to 25 9 00| 0111XX X X =25 — RL
26 to 33 10 00| o01100X X X X = 33 — RL
34 to 37 10 00| 010100 X X X = 37 — RL
38 to 64 12 00]01001X X X X X X = 69 — RL
MK 1 13 00| 10110Y YYYYY

MK2 14 00| 111111 YYYYYY Y = 0to 63
MK3 14 00| 111110 YYYYYY
MK4 to 7 15 00| 01101X XYYYYYY X = 7 - MK
MKS to 15 16 00l01011X XXYYYYYY X = 15 — MK
MK16 to 19 16 00| 010101 XXYYYYYY X = 19 — MK
MK20 to 34 18 00010001 XXXXYYYY Y Y X = 35 — MK
MK35 to 49 19 00| 010000 IXXXXYYY YYY X = 50 — MK
MK50 to 56 19 00| 010000 01IXXXYYY YYY X = 57 — MK

o (Note 2)

Note 1 — RL = 64 x (MK number) + 1>+ Y,0<Y < 63.

Note 2 — The maximum run length is (455 — 3) x 8 = 3616. Corresponding MK and Y turn out to be 56 and 31,
respectively. Hence, 0 < Y < 31 for MK = 56.

3.6.5.3.2 Scanning sequence

- Entropy coding for a video frame is carried out from the first to the last block lines, excluding reset lines.
The frame sync (FS) and frame mode data (FMD) are codes in the first block-line. When the last line falls on the
nth line of the last block-line, the frame position is set to FP = md (», 8). FP is transmitted to the decoder as a
part of the frame mode data (see Note 1).

Since the first three pels of each line are clamped to 0 in the predictive source coder, and the reset lines
are so defined as described in § 3.6.2.5.3, the pels to be entropy coded can be indicated as in Figure 23/H.120 (see
Note 2).
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The scanning sequence is a block scan as shown in Figure 24/H.120. The first block after scan conversion
consists of 4 pels x 8 lines

Note 1 — Without asynchronous switching of input video signals, the last block-line coincides with the

64th block-line and FP =

0.

= 32 pels.

Note 2 — Entropy codmg is not carried out for the reset lines defined in Flgure 12/H.120. The number of
reset lines in the first field varies according to the FP value.

l

//////////////// A~
/| .
d : 3
% 452 X 256 kS
. ? '
;///////////////// ©
? 452 X 256 §
/|
—>»| 3¢ 452 >
FIGURE 23/H.120
Entropy-coded pels
I B
00O
000 — q
mj First block Second block cCitT. 88250

FIGURE 24/H.120

Scanning sequence
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3.6.5.3.3 Group of codes
See Table 9/H.120.

TABLE 9/H.120

Symbol Number of codes Length of codes
Amplitude code No. 1 F 57 4,6
Amplitude code No. 2 : \Y% 57 2-10
Run length code R 3615 5-19
F Pseudo fixed length code for stating quantizing level number. This code is introduced to shorten the
maximum code length. ’
\Y% Variable length code for stating quantizing number.

R Variable length code for stating run length of ineffective pels for RL > 2.

3.6.5.3.4 Code transition rule

The rule is shown in Figure 25/H.120 and a prediction error coding example is given in Annex F.

Block-line start

CCITT-88300

Note 1 — RL is a length of the run to be coded, while 1l is a number of continued pels whose e = 0.
Note 2 — Prediction error data start with an R or 'V code. R code is used if rl > 2. Otherwise V code is used.
Note 3 — The code can shift to V even if RL >2 to prevent a buffer memory underflow.

(

FIGURE 25/H.120
Code transition rule for prediction error data

"The following points should be noted:
a) the starting code is either the V or R code;

b) the last run in a block-line may not be transmited since the LS or FS command can be utilized as a
termination of the last run;

¢) coding is carried out assuming that omitted pels due to subsampling do not exist;

d) some Os are filled at the tail tail-end of the PED as dummies to make the total number of bits for the
block-line data-a multiple of 8.
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3.6.5.3.5 Code assignments for F and V

See Table 7/H.120.

Code assignments are common to the four quantizing characteristics Qp, Q;, Q; and Q.
3.6.5.3.6 Code assignments for R

See Table 8/H.120.

3.6.5.4 Motion vector coding (VLC 2)

3.6.54.1 Coding method

A motion vector v, is first coded with predictive coding whose output Av, is variable length coded
throughout a block-line. '

© 3.6.5.4.2 Predictive coding

The prediction algorithm is the previous block prediction which is

Av=1v— v (3-10)

where v and v, represent the present and the previous block vectors. The opeation is carried out for each x and y
component in two’s complement form. The operated results are expressed with 5 bits for the x component and
4 bits for the y component neglecting carries (MSB first). Note that the decoder carries out the inverse operation
v = v + Avin two’s complement from neglecting carries.

The motion vector for the first block (horizontal blanking) is set to (0,0).

3.6.5.4.3 Variable length coding

For Av = (0,0), a run length of zero is coded. For Av  (0,0), variable length coding is applied with their
code lengths shown in Figure 26/H.120.

The coding of Avis carried out for the 28 vectors of the 2nd to the 29th blocks.
The last run of Av = (0,0) may not be transmitted since VDN states the total bits of VD.
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FIGURE 26/H.120

Word length for motion vector prediction errors

3.6.54.4 Code assignments
The codes are assigned as shown in Table 10/H.120, where the maximum‘code length is 15. The variable

length codes consist of 541 codes, or 512 codes for Av, 28 codes for run length and one TRANS code for
transition of subsampling ON/OFF.
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TABLE 10/H.120

Variable length code and run length code for motion vector data

Code Number
AVx AVy length Code word of codes
+1 0 4 001]|Sx 2
£1 + 1 5 11]1 SxSy
0 +1 5 11]01 Sy 8
+2 0 5 11100 Sx
0 +2 6 1011 (1 Sy 4
+3 0 6 101110 Sx .
+ 1 +2 7 100 (11 SxSy
+2 +1 7 100 |10 SxSy 12
0 +3 7 100|011 Sy
4 0 7 100 |010 Sx
+3 +1 9 1010111 SxSy
+1 +3 9 1010|110 SxSy
+2 +2 9 1010101 SxSy
+3 + 2 9 1010|100 SxSy
+ 4 +1 9 1010({011 SxSy 30
+ 4 +2 9 1010|010 SxSy
+5 0 9 1010|0011 Sx
+6 0 9 10100010 Sx
0 +4 9 1010(0001 Sy
—5to +5
—8to7 (see Figure 11 100001 X X X X Sy [X] = AVx 32
26/H.120)
—6to +6
—16 to 15 (see Figure 13 0100001 XXX X X Sy [X] = AVx 64
26/H.120) :
—8to +7 _
~16t0 15 | (see Figure 15 100000 XXXXXYYYY X1 = A 359
26/H.120) : [Y] = AVy
Coder Number
RL length Code word of codes
3 000 1
2 4 0111 1
3to6 6 0110XX X X = 6 -—RL 4
7 to 12 7 0101 XXX XX X =12 -RL 6
13 to 20 8 01001 XXX XX X =20 -RL 8
21 to 28 9 010001 XXX XXX =28 -RL 8
TRANS 6 0010111 1

Note I — Sx and Sy denote signs: S; = 0 for positive, S; = 1 for negative.

Note 2 — XX.X and YY.Y are expressed in two’s complement form (MSB first).

64

Fascicle III.6 — Rec. H.120




3.6.5.4.5 Transition code for subsampling (TRANS)

The code TRANS indicates transition between ON and OFF for subsampling (SBS). For the first block in
a block-line, SBS is set to OFF. Subsampling is then set to ON at the block just after the first TRANS code is
inserted, and returned to OFF at the block just after the second TRANS code is inserted. The same sequence
follows on. The TRANS code is expressed as a 6-bit word. When SBS = 0, transition code is disregarded in the

decoder.

3.6.5.4.6 Dummy code insertion

When a vector data (VD) for a block-line does not have exactly 8 multiple bits, a dummy code consisting

of 1 to 7 bits is inserted at the tail of the vector data.

The dummy code has 1 as the head, Os as the body and 1 as the tail (see Table 11/H.120).

TABLE 11/H.120

Number of dumﬁy bits Dummy code
1 1
2 11
3 101
4 1001
5 10001
6 100001.
7 1000001

3.6.5.4.7 Code transition rule

The rule is indicated in Figure 27/H.120 with a motion vector coding example given in Annex F.

Block-line start
I TRANS [010111]

v] vi

or , or

[RL] [RL]
TRANS [01011 1] cﬁm—aam

Note — The same motion vector coding method is applied for both NRM and SBS modes.

FIGURE 27/H.120

. Code transition rule for motion vector data and
normal/subsampling mode change
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3.6.5.5 Block-line skipping

If block-lines continue, in which all the prediction error e, data and motion vector v data are 0, and whose
line mode data (QC1, QC2, IFM, FRP, SL1, SL2) are identical, their number is run-length coded with natural
binary code as skipped block-lines. A run ends when it encounters FS or a block-line with new line mode data or
some ¢ # 0 or some v # 0. A run also ends when variable length code V, appears due to underflow prevention.

3.6.6  Buffer memory

3.6.6.1 Receiving buffer control

The staying period of FS in the transmission buffer is counted with a 1/16 input video line frequency
clock and transmitted to the decoder as BC command. The staying period is represented in eight bit binary code.
Similarly, the staying period in the receiving buffer is counted and the operation of the receiving buffer is so
controlled as to make the total delay time caused by the two buffer memories constant.

Note — This control method is applicable even when the read out speed for the transmission buffer
varies.

3.6.6.2 Memory size

Transmission buffer memory size B is defined as 180 kbits, while receiving buffer memory size By should
be more than 220 kbits considering the variation of the transmission buffer read out speed.

Note — The delay time dué to the transmission and receiving buffer memories becomes about 165 ms for
Bs = 180 kbits and Bz = 220 kbits.

3.6.6.3 Underflow prevention

If the occupancy of the transmission buffer decreases to a threshold, the run length coding for the
prediction error is prohibited and variable length code V, is used.

3.6.6.4 Overflow prevention

If the occupancy of the transmission buffer increases to another threshold, Stop Mode for setting forcedly
all the prediction error and motion vector data to 0 is applied.

3.7 Audio coding

An audio channel using 64 kbit/s is included. The audio coding algorithm complies with Recommenda-
tion G.722.

, Since video coding and decoding introduces a significant delay as described in § 3.3.11, the encoded audio
signal should be delayed by the corresponding time in the coder and decoder to obtain the proper synchronization
between video and audio at the decoder. The delay inserted in the audio coder should be the sum of a half of the

buffer memory delay and other video coding process delay, while the delay inserted in the audio decoder should
be the sum of a half of the buffer delay and other video decoding process delay.

3.8 Transmission coding

3.8.1 General

The transmission coder assembles the video, audio, optional data and codec-to-codec information channels
into a 1544 kbit/s digital stream. With all serialized data, the most significant digit leads.
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3.8.2  Encryption

Video and audio signals can be independently encrypted on an optional basis. Their algorithms are under
study. Keys and other control information can be transmitted through the message channel provided 1n the
codec-to-codec information channel.

3.8.3  Error correction

An encoded (and encrypted) video signal is forward error corrected by a (255 239) two -error correcting
BCH code with the following polynomial generator:

gX) =0+ 2+ 2+ + A +x+ 2+ +54+54+22

One framing bit is added to each 255 bit error correction frame, and 16 such frames are assembled into one large
~ frame as shown in Figure 28/H.120. The frame alignment pattern is 0001101y (y: for future multiframe alignment
signal use). The other 8 bits are used for controlling purposes, whose protocol is under study.

To correct a burst error of up to 32 bits, 16 phase interleaving is employed. The bit allocation rule is also
indicated in Figure 28/H.120. Note that framing bits are excluded from interleaving.

Frame No. 1 14 15 . 16

S

1

CCITT-88330

S, 8;5,8,8,§,,S5,, =0001101
S,s Multiframe alignment signal
S, S, S¢ ... S;s Control information

FIGURE 28/H.120

Error correction frames and interleaving

3.8.4  Scrambling

An error corrected video signal is scrambled with an 8-stage pseudo-random pulse generator to reduce
stuffing required by the network restrictions. At each error correction frame bit, the scrambler is reset. The
polynomial generator and the scrambled output pattern following the reset pulse for the input of all zeros are as
follows:

14+ x* + x° + x% + x3,
1111010011 ... 1001111011.

3.8.5 Frame structure and stuffing

Recommendation H.130, § 3 is applied.
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ANNEX A

(referring to § i of Recommendation H.120)

Graphics option — 625 line

Al Introduction

In order to comply with the requirements of Recommendation H.100, an optional graphics mode may be
provided giving improved definition at the expense of ability to convey movement. Two suitable arrangements are
as follows:

A2 Graphics codec for videoconferencing graphics

A.2.1 Facilities

The graphics mode provides, for still pictures, a capability of full 625-line luminance definition and colour
definition which is better than that of the PAL and SECAM systems. It provides a limited capability for
conveying movement, sufficient to permit pointing at items under discussion on the display. When the codec is in
or adjacent to, the conference room, an alternative frozen-frame mode enables the face-to-face picture frozen for
about 1.5 s while the graphics picture is being transmitted, to restart while the frozen graphics picture was
displayed on another monitor.

The definition in the graphics mode is sufficient to permit good reproduction of one-half an A4 page of
typescript.

A22 Coding

The luminance and colour-difference signals are sampled at 12.5 MHz and 12.5/3 MHz respectively, the
sampling frequency being locked to the television line-scanning frequency.

The samples are converted to PCM with 6 bits/sample. The luminance signal has a two-level half-
sampling-frequency dither signal added to it which reduces the quantization distortion to approximately that of
7-bit coding.

Only the active picture area is sampled. Thus, there are 639 luminance samples along the line and two
fields of 288 lines.

One colour-difference sample occurs every three luminance samples. Two of the 6 bits from a
colour-difference sample are added to each of the three associated lummance samples, giving three 8-bit words for
three luminance samples plus one colour-difference sample.

The (E'r — E’y) component is associated with the first, third, fifth, etc., active lines of Field No. 1, with
the (E'’s — E’y) component on the intervening lines, the pattern being reversed in Field No. 2.

The colour-difference samples are delayed with respect to the luminance samples to which they are
attached, so that when decoded, they are coincident with the luminance output. The centre of the first
colour-difference element on a line is co-sited with the second luminance element. Similarly, the centre of the
213th colour-difference element is co-sited with the 638th luminance element.

The luminance signal is amplitude-limited so that its PCM values are confined to the range:

Black level . . ... .......... 000000

White level (700 mV):

transmission between . . . ... ... 100111 and
111000

Maximum level (750 mV) . ... .. 111011
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The colour-difference signals are limited to the range: 000000 to 111111 (0 to 63) with black level
at 100000 (32). The 100/0/75/0 colour bar signal (see CCIR Recommendation 471 for explanation of nomencla-
ture) fills the range: 000100 to 111100 (4 to 60). Prior to transmission, the colour difference codes are converted to
the two’s complement form by inversion of the most significant bit. This gives the range: 100000 to 011111 (—32
to 31) with the black level at 000000. The colour bar signal then occupies the range: 100100 to 011100 (—28
to 28).

A.2.3 Transmission and synchronization

A.2.3.1 General

The PCM words, formed as above, are transmitted to give a continuous update of the picture store in the
receiver. The update pattern, which has been chosen to give smooth transitions on a changing picture, transmits
every 19th luminance sample (with associated colour-difference data). The sequence of every 19th sample
. continues from one line to the next, as if the 639 elements in one active line are followed immediately (that is,
without a gap for line blanking) by the 639 active elements in the next line. The use of this continuous sequence
of samples makes line addressing unnecessary. A field synchronization code, followed by the address (in the range
of 0 to 18) of the first luminance sample of the first active line, provides all the necessary synchronizing
information.

The field synchronization code comprises 8 bytes of the form 1111001 or 11111100, which are invalid
PCM values. The order of the last two pairs of bits, 0011 or 1100, in each of the first seven bytes, representing 0
and 1 respectively, signals the address of the first element of the field. In the 8th byte, 1100 signals a first field
(starting line 23) and 0011 a second field (starting line 336).

The sequence in which the fields are transmitted by the address of the first luminance sample of the first
line need not be specified because the decoder reconstructs the picture from the received addresses. A sequence
which has been found satisfactory, giving no patterns with moving objects (e.g. a pointing finger), is as follows
with the number in parentheses indicating a first or second field:

1(2), 13 (1), 6 (2), 18 (1), 3 (2), 10 (1), 15 (2), 4 (1), 0 (2), 8 (1), 12(2), 5 (1), 14 (2), 9 (1), 17 (2), 2 (1), 11 (2),
7(1), 16 (2),

followed by:
1(1), 13 (2), 6 (1), ... in the same sequence as above, but with the field number interchanged.

After 38 fields, the complete piture has been replenished and the sequence repeats itself from the
beginning.

A.2.3.2  Data structure

In each transmitted field, the data comprises 8 field synchronization bytes followed by 9685 or 9686 bytes
of picture data (the total number of picture elements per field, 639 x 288, is not divisible by 19). Fields where the
address of the first element is in the range 0 to 16 have 9686 transmitted bytes, while those with the first element
address 17 or 18, have 9685 transmitted bytes.

Each byte of picture data comprises 6 bits of luminance data plus 2 bits of colour-difference data. The
most significant bits of the colour-difference sample are transmitted first and the pairs of bits of the colour-differ-
ence data are placed in the least significant positions of the picture data byte. The data is arranged so that the
luminance sample for the first picture element of a line carries with it the two most significant bits of the 19th
colour-difference element belonging to the following line. The centre bits and the least significant bits of this
colour-difference element are attached to the 20th and 39th along-the-line addresses respectively, these being the
next two transmitted samples.

There are no colour-difference data transmitted for the first line of the picture and, on the second line, the
first 18 colour-difference elements of the second line cannot be reconstructed at the decoder.

A.23.3  Data output

The graphics data are generated at a nominal rate of 3.74 Mbit/s and are transmitted via a buffer store
whose capacity is in excess of 160 kbits. The output to the transmission channel is at less than 2 Mbit/s, the
actual value depending on the number of time slots allocated to video. When the buffer level at the end of a field
exceeds 160 kbits, the sampling is suspended for two complete fields to allow the buffer to empty.

If the level is then still in excess of 160 kbits, sampling is suspended for a further two fields.
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The octet structure of the output data must be aligned with the time slot structure of the primary rate
interface. '

‘The approximate transmission time for a complete picture is therefore in the range of 1.6 to 4.6 s.

A.2.4 Decoder

The received data are associated with addresses derived from the field synchronization code and assembled
in a picture store having 639 x 576 addressable positions with 8-bit capacity. The data are stored in the
multiplexed form (luminance and colour-difference) used for transmission. The contents of this store are read out
sequentially, the luminance and colour-difference components de multiplexed, and the colour-difference compo-

nents line-interpolated to give the (E'’r — E'y) and (E's — E'y) components simultaneously and coincident with
their associated luminance.

A3 Graphics codec for videoconferencing-graphics — Mode 2

AJ3.1 Facilities

The graphics mode provides, for still pictures, the capability of full 625-line luminance and colour
definition. It allows transmission for still pictures with studio quality, defined in CCIR Recommendation 601. The
graphics codec can be operated in two modes. In the single shot mode, the face-to-face picture is frozen for about
4 s, while the graphics picture is being transmitted, to restart while the graphics picture is displayed on another
monitor. In the continuous mode, the face-to-face picture is frozen during the graphics presentation. The graphics
picture is continuously transmitted in order to reproduce slow movement, e.g. for blackboard presentations. When
the graphics picture has stabilized or when the presentation is finished, the graphics picture is frozen and the
face-to-face picture is restarted.

The definition of the graphics mode 2 is better than that of the PAL, SECAM and NTSC systems and is
sufficient to permit good reproduction of one-half of an A4 page typescript.

A3.2 Coding

The luminance signal (E’y) and colour-difference signals (E'x — E'y, E'zy — E’y) are sampled at 13.5 MHz
and 6.75 MHz respectively, according to the encoding parameters of digital television for studios given in CCIR
Recommendation 601. The sampling frequencies are related in the ratio 4:2:2. The sampling structure is
orthogonal, line, field and picture repetitive. The samples of the colour-difference signals are co-sited with the
first, third, fifth, etc. luminance sample in each line. All samples are uniformly quantized PCM-values with
8 bits/sample.

Only the active picture area is sampled. There are 720 luminance samples along the line and two fields of
288 lines.

The luminance signal is amplitude-limited so that its PCM values are confined to the range:
Black level: 16
Peak level: 235.

Each colour-difference signal exhibits 225 quantization levels in the centre part of the quantization scale
with zero signal corresponding to level 128.

Further details are given in CCIR Recommendation 601.

A.3.3  Transmission and synchronization
A33.1  General
Luminance and colour-difference samples of each line are arranged as sets for four samples:
(E's — E'v)n (E'v)w (E'r — E'v)n, (EIY)n+1]a
where
n==0,24,6,... 718. Each set consists of four words with 8 bit word length. There are 360 sets in each line of

the picture.
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The PCM sets are transmitted to give a continuous update of the picture store in the receiver. The update
pattern which has been chosen transmits every 19th set. The sequence of every 19th set continues from one line to
the next, as if the 360 sets in one active line are followed immediately (that is, without a gap for line blanking) by
the 360 sets of the next line. The use of this continuous sequence of samples makes line addressing unnecessary. A
field synchronization code, followed by the address of the first set of the first active line, provides all the
necessary synchronizing information. The address is in the range 0 to 18.

The field synchronization code comprises eight bytes of the form 11110011 or 11111100. These two
codewords are not allowed for the coded video signal. The order of the last two pairs of bits, 0011 or 1100, in
each of the first seven bytes, representing 0 and 1 respectively, signals the address of the first set of the field. In
the 8th byte, 1100 signals a first field (starting line 23) and 001 a second field (starting line 336).

The sequence in which the fields are transmitted is defined by the address of the first set of the first line
and need not be specified, because the decoder reconstructs the picture from received addresses.

A3.3.2 Data structure

In each transmitted field, the data comprises 8 field synchronization bytes followed by the sets of picture
data. In each set, (E's — E'y), is transmitted first, followed by (E'y)., (E'r — E’y), and (E’y),;:. For trans-
mission, a parallel-to-serial conversion takes place at the encoder. The most significant bits in the transmitted bit
stream are leading. :

A.3.3.3  Data output

The output bit-rate to the transmission channel is at less than 2 Mbit/s, the actual value depending on the
number of time slots allocated to video.

The octet structure of the ouput data must be aligned with the time slot structure of the- primary rate
interface.

The approximate transmission time for a complete picture is 4 s.

A.3.4 Decoder

The received data are associated with addressed derived from the field synchronization code and assembled
in a picture store having a capacity of 6.6355 Mbits. The contents of this store are read out sequentially.

A.3.5 Interface

A.3.5.1 Video interface

i)  Analogue interface — An RGB-interface rather than a composite signal interface (PAL, SECAM) is
recommended to maintain a high quality video signal.

ii) Digital interface — The structure of sets defined in § A.3.3.2 allows for definition of a digital interface
according to CCIR Recommendation 656 for E'y, E'r — E’y and E'3 — E'y.

A3.5.2  Digital interface for transmission signal

The graphics mode may be internal or external to the face-to-face codec. An external device may have a
digital interface according to Recommendations X.21 and V.11 (leased circuits). The picture data must be delayed
at least 40 ms with respect to the control signal C specified in Recommendation X.21.

A.3.6 Signalling of graphics mode 2

The -graphics mode 2 is 51gnalled in the codec-to-codec 1nformat10n with bit 3.1.5 set to 1. For nomencla-
ture of the bits, see Recommendation H.130.
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A.3.7 Compatibility with graphics mode 1

In the graphics encoder and decoder, additional means are incorporated to make graphics mode 2
compatible with mode 1. They are 51gnalled by setting bit 3.1.0 to 1 in the codec-to-codec.information. If bit 3.1.5
of the codec-to-codec information is received set tc 0 and bit 3.1.0 is received set to 1, then the graphxcs codec,
" automatically switches into mode 1. :

ANNEX B

(referring to § 1 of Recommendation H.120)

Encryption option — 625 line

Under study.

ANNEX C

‘(refeffing to § 2 of Recommendation H.120)

Graphics option — 525 line

C.1 Introduction

The 525-line version of this graphics mode is very similar to the 625-line version for mode 1 specified in
Annex A. It uses the same systematic replenishment technique and since the receiver is totally asynchronous from
the transmitter, no adjustment for the differing picture rates is necessary. Instead of any form of standards
conversion, the interworking between the 525-line and 625-line versions is provided by creating a small change in
picture size. In 525 to 525-line transmission, the displayed picture size is the same as produced by the transmitting
camera. In 525 to 625-line transmission, the displayed picture is reduced in size and is surrounded by a small
black border (about 8%). In 625 to 525-line transmission, the displayed picture is expanded (equivalent to an
overscan of about 8.5% in each border) so that a small amount of the transmitted picture area is not displayed.

Most of the details of this graphics mode are identical to those of the 625-line version for mode 1 in
Annex A, so that only the difference need be specified in this Annex.

C.2  Facilities

The facilities are essé'ntially the same as for the 625-line version.

C3 Coding

_ The luminance and colour-difference sampling frequencies are 10.08 and 10.08/3 MHz respectively, the
sampling frequency being locked to the television line-scanning frequency.

The arrangements for PCM coding are identical with the 625-line version but an area greater than the
active picture area is sampled. There are 639 samples per line, the same number as for the 625-line version; 494 or
516 lines per picture are sampled. When a 525-line signal is being sampled at 10.08 .MHz, only about 537 samples
are required for the active line. The excess 102 samples, set to black level, are placed evenly on each side of the
" _active line samples. - :

For 525-line transmission, samples from the first active line of Field No. 1 (line 14) form the (E's — E'y)
component, while those from the first active line of Field No. 2 (line 277) form the (E'r — E’y) component. For
625-line transmission, samples from the first aciive line of Field No. 1 (line 9) form the (E'r — Ey) component
and those from the first active line of Field No. 2 (line 272) form the (E's — E’y) component.
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C4 Transmission and synchronization

C4.1 General

The systematic replenishment algorithm based on the consecutive transmission of every 19th sample is also
used in the 525-line version. However, since the samples extend over almost the complete line period, the
divide-by-nineteen clock is suspended for only one luminance sample period during line-blanking. During
transmission to a 625-line decoder, 5 additional lines per field are included before the picture area starts together
with 6 additional lines per field after the end of the picture area, increasing the lines per field from 247 to 258.
The luminance and colour-difference values on the extra lines are set to black level. Also, the divide-by-nineteen
clock is changed to divide-by-five while samples are being selected from the added lines. This deceives the 625-line
decoder into believing that there are 19 lines (per field) of black above the picture and 22 lines below the picture,
making the total number of lines per field equal to 288, the same value as in Annex A.

The field synchronization code and the method of identifying fields are identical to those described in
Annex A (except that the first line of Field No. 1 may be either line 14 or 9 and that of Field No. 2 either
- line 277 or 272).

C.4.2 Data structure

In 525 to 525-line transmission, each transmitted field comprises 8 field-synchronization bytes followed by
8307 bytes of picture data.

In 525 to 625-line transmission, each transmitted field comprises 8 field-synchronization bytes followed
by 9685 or 9686 bytes of picture data, exactly the same as in the 625-line version in Annex A. In the 525-line
coder the picture data are assembled from: :

5 lines of 639 samples, every Sth sample ... 639 bytes,
247 lines of 639 samples, every 19th sample ... 8207 bytes,
6 lines of 639 samples, every 5th sample ... 766 bytes.

The number of bytes required form the 6 lines at the bottom of the picture is 739 or 740. The excess bytes
(all at black level), arising from non-integral results of division, are discarded.

Other details of the data structure are as in Annex A.

C.4.3 Data output

The graphics data are generated at a nominal rate of about 4 Mbit/s and fed into buffer store. The output
from the buffer is at less than 2 Mbit/s (depending on the number of time slots allocated to video). When the
buffer level at the end of a field exceeds 160 kbits, the sampling is suspended for two complete fields to allow the
buffer to empty. If the level is then still in excess of 160 kbits, sampling is suspended for a further two fields.

The octet structure of the output data must be aligned with the time slot structure of the primary rate
interface.

The resulting transmission time for a complete picture is of the order of 1.7 to 3 s.

CS5 Decoder

The received data are associated with addresses derived from the field synchronization code and assembled
in a picture store having 639 x 494 addressable positions with 8-bit capacity. The data are stored in the
multiplexed form (luminance and colour-difference) used for transmission. The contents of the store are read
out sequentially, the luminance and colour-difference components line-interpolated to give the (E'’x — E’y) and
(E’'s — E'’y) components simultaneously and coincident with the associated luminance.

The length of the line in the picture store is 639 elements; for a 525-line picture sampled at 10.08 MHz, the
active line requires only 537 elements. When television blanking is applied to the output signals, the 102 extra
elements are suppressed and the standard 525-line signal results.

When receiving a signal from a 625-line terminal, 639 elements per line are received and stored. However,
the first 19 active lines and the last 22 active lines of each field of the 625-line signal are not read into the store
and are discarded. This, together with the effect of the line blanking on the horizontal output from the store,
provides a 525-line display corresponding to the 625-line input picture after a border about 8% wide has been
trimmed from all four edges.
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ANNEX D

(referring to § 2 of Recommendation H.120)
Encryption option — 525 line

Under study.

ANNEX E

. (referring to § 3 of Recommendation H.120j

Colour decoding and coding filters

E.1 Configuration -

See Figure E-1/H.120.
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b) Digital colour compasition circuit

H Line delay
Y-LPF Low pass fifter for Y signal

Y-SCT Subcarrier trapper

C-BPF Band pass filter for C signal
C-LPF Low pass fitter for C signal

fgc  Colour subcarrier frequency
Y-IPF interpolation filter for Y signal
C-IPF  Interpolation filter for C signal

FIGURE E-1/H.120
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E.2 Basic filter characteristics

See Table E-1/H.120.

TABLE E-1/H.120

Filter Transfef function H(z)

C-BPF (—Z272+2-7%/4

Y-LPF (=3Z734+19Z-'+32+19Z—-327%/64

Y-SCT (Z~5=3Z73+10Z-'+10Z-323+ Z)/16

C-LPF (Z~4+3Z72+4+4322+Z%/12

Y-IPF (=3Z73+19Z-'+32+19Z—-3Z%)/64

C-IPF Z2+1+Z2%)Z! +2+Z)(—Z'8—2Z‘6+2Z“‘+6Z‘2+‘6+6Zé+224—226—23)/192' v

E.3 Advanced filter characteristics

See Table E-2/H.120.

TABLE E-2/H.120

Filter Transfer function H(z)

C-BPF (2"3—92*6+17Z‘4—23Z‘2+28—23Z2+17Z“—9ZG+ZS)/128v

Y-LPF (—Z‘7+4Z‘5—102‘3+39Z“+64+39Z—1OZ3+4Z5—Z7)/128

Y-SCT (Z73=3Z73+10Z-'+10Z-3Z} + Z5)/16

C-LPF (Z~*+3Z72+4+3Z22+Z%/12

Y-IPF (=Z774+4Z5- 10273 +39Z " +64+39Z—10Z3+4Z°—Z")/128

C-IPF (Z‘2+1v+ZZ)(Z‘1+2+Z)(—-Zv"8—ZZ‘°+2Z‘4+6Z‘2+6+6ZZ+2Z“—ZZG—ZB)/192
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ANNEX F

(referring to § 3 of Recommendation H.120)

An example of coding control sequence

Normal >
. Field -~ R
%. repetition D e
©
=4 .
£ Field
2 repetition B
S and <
< subsampling
'Stop -
! ] [ ] ] ] 1
0 T T2 T3 T4 15 T6 T7 18
" Buffer memory occupancy ~ cem-ee360
FIGURE F-1/H.120
ANNEX G
_ " (referring to § 3 of Recommendation H.120)
Examples of entropy coding
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" FIGURE G-1/H.120
Coding of prediction error e
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Coding of motion vector v

APPENDIX I

(to Recommendation H.120) '

Outline description of operation of codecs in §§ 1 and 2

Since the conditional replenishment codec is a complex and unfamiliar item, this simplified outline of its
method of operation is included to make the Recommendation more easily comprehensible. More complete
descriptions are to be found in published papers [1}, [2].

A conditional replenishment codec operates by transmitting only those parts of a picture which differ
significantly from one television frame to the next. This normally gives rise to data being generated in spurts
separated by gaps in which no data are being generated. To match the non-uniform data generation to a channel
transmitting at a uniform rate, a buffer is used to smooth out short-term fluctuations while, for longer-term
variations, the coding algorithm is adaptively modified to change the rate of generation. In the event of too much
data, caused for example by a lot of of movement, the definition of the transmitted moving area is decreased,
taking advantage of the reduced ability of the eye to perceive detail as the rate of movement increases. When little
movement is present, the moving-area data are supplemented by data from non-moving areas in such a way that
the whole picture is replenished over several picture periods. Picture stores are required at both transmitter and
receiver and the objective is to make the content of the receiving store follow that of the transmitting store as
closely as possible.

The codec can be regarded as comprising three basic sections: the source codec, the video multiplex codec
and the transmission codec. Figure I-1/H.120 shows an outline of the arrangement.
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FIGURE I-1/H.120
Outline block diagram of codec

In the source codec, the video signal is first digitized and optionally pre-filtered. When used, the pre-filter
conditions the signal for further processing by reducing noise to improve the performance of the subsequent
movement detector and to reduce the subjective effects of subsampling. The movement detector, in conjunction
with the picture store, determines which areas in the picture are deemed to be moving. Noise introduces
uncertainties in this decision and, when two or more groups of picture elements along a scanning line are deemed
to be moving but are separated by small numbers of non-moving picture elements (probably caused by noise), the
moving groups and separating elements are combined to form a single cluster, thus minimizing the addressing
information which is required. Clusters of moving picture elements are then coded using DPCM followed by
variable-length (entropy) coding where the shortest codes are allocated to the most frequently-occurring DPCM
prediction errors.

The video multiplex codec adds to the video data the line- and field-synchronization signals together with
addressing and other information (for example, whether PCM or DPCM is being transmitted) which must be
transmitted in close association with the video to ensure that the decoder responds correctly.

The buffer, which strictly is part of the source coder, accepts the irregularly spaced bursts of data and
delivers them at a uniform rate for transmission. The extent to which the buffer is filled is monitored and this is
used to modify the rate of data generation by the source coder. It can reduce the data rate by modifying the
pre-filter response and the thresholds in the movement detector, and by initiating element and field subsampling.
On the other hand, if the buffer tends to empty, it may initiate the generation of complete PCM coded lines to
- provide systematic updating of the picture stores.
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The transmission codec accepts the video data, adds a 64 kbit/s channel for sound, a 32 kbit/s channel for
codec-codec signalling and optional additional data channels for facsimile, signalling or other data. It assembles
the various signals into a frame structure, defined in Recommendation H.130 which is compatible with Recom-
mendation G.732 and therefore suitable for transmission on 2048 kbit/s digital paths. In doing so, it provides the
justification facilities to enable the clock for video processing to be independent of the network clock.
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" Recommendation H.130

FRAME STRUCTURES FOR USE IN THE INTERNATIONAL
INTERCONNECTION OF DIGITAL CODECS
FOR VIDEOCONFERENCING OR VISUAL TELEPHONY

(Malaga-Torremolinos, 1984; amended at Melbourne, 1988)

Introduction

Videoconferencing and visual telephony are new services which require greater bit rates than telephony. In
the studies in CCITT on the ISDN and on international interworking, 384 kbit/s is emerging as an important
channel capacity for wideband services. On this basis it is recommended that the videoconferencing and visual
telephone services should be based on multiples of 384 kbit/s.

It is noted that both the 2048 kbit/s and 1544 kbit/s primary digital levels can be expressed by the
formula y + (n x 384) kbit/s, where n = 5 or 4 and y = 128 or 8 kbit/s, respectively.

While this Recommendation covers only frame structures for transmission at the primary digital rates, it is
not intended to suggest that transmissions using other frame structures or formats at primary rates or lower are
precluded. In the future, frame structures based on other multiples and/or sub-multiples of 384 kbit/s may also be
considered.

1 Characteristics of a 2048 kbit/s (n = 5) frame structure for use in codecs described in § 1 of Recommenda-
tion H.120 )
1.1 General characteristics

The multiplex structure described under' § 1 is suitable for use on digital paths and connections which
interconnect video codecs for videoconferencing or visual telephony using 2048 kbit/s transmission. The connec-
tions may either be direct or via higher-order digital multiplex equipment compatible with the primary PCM
multiplex equipment defined in Recommendation G.732.

Some of the characteristics of this multiplex structure are identical to those in Recommendatlon G.704 and
are covered by cross-references to that Recommendation.

The main features of the multiplex structure are that it provides:

— one 64 kbit/s channel for frame alignment, alarm signals and other signals as required;

—  one 64 kbit/s channel reserved for the transmission of the sound signal;

— one 32 kbit/s channel for codec-to-codec information;

— the option of one or two 64 kbit/s channels and/or one 32 kbit/s channel for stereophonic sound
facsimile, data, etc.;

— the possibility of end-to-end and subscriber-to-network signalling;
— the remaining capacity (between 1664 and 1888 kbit/s) is used for the encoded video signal.
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1.1.1  Fundamental characteristics

The multiplex structure contains 32 time slots, each of 64 kbit/s.

1.1.2  Bit rate

The nominal bit rate is 2048 kbit/s. The tolerance on this rate is + 50 parts per million (ppm).

1.1.3  Timing signal

The timing signal is a 2048-kHz signal from which the bit rate is derived. It should be possible to derive
" the timing signal from an internal source or from the network.

1.1.4  Interfaces

The interfaces should comply with Recommendation G.703.

1.2 Frame structure and time slot allocations

The frame structure is in accordance with Recommendation G.704, § 3.3. The time slot (TS) allocations
within the frame are given in Table 1/H.130, two options are shown according to whether or not the network is
switched (under control of signals within the frame structure).

1.3 Codec-to-codec information

This information is transmitted in the 32 kbit/s channel corresponding to odd frames of TS2 (frame parity
is gained from the multiframe alignment in the 8th bit of alternate TS2, the frames are consecutively numbered 0
to 15, forming a multiframe).

The 32 kbit/s channel is structured in a multiframe and supermultiframe derived from 128 consecu-
tive 256 bit frames. The multiframe is composed of 8 octets numbered 1, 3, 5, ..., 15, each from TS2 in an odd
numbered 256 bit frame. The supermultiframe corresponds to 8 consecutive multiframes which are numbered 0, 1,
2,...,7.

The use of the bits in each octet in the odd frames is as follows:
— Bit 1 for clock justification,
— Bit 2 for buffer state,

— Bit 3 for coding mode identification; the 8 consecutive bits 3 of TS2 in a multiframe will carry the
following information:

Bit 3.1 1 Codec facilities (see below)
Bit 3.3 Colour transmission (1 if provided)
Bit 3.5 split-screen indicator (if required)
Bit 3.7 Fast update request (1 if required)
Bit 3.9 Advance warning of interruption (1 if required)
Bit 3.11 Sound power signal, for use with encrypted

multipoint (under study)
Bit 3.13 Data distribution (1 if required)
Bit 3.15 Detection of looped ports (setto 1)

Bit 3.1 is used to signal the availability of certain facilities in the decoder at supermultiframe rate, as
follows: .

Bit 3.1.0  Graphics (mode 1) (1 if provided)
"~ Bit 3.1.1 High-quality speech (1 if provided)
Bit 3.1.2 4 x 384 kbit/s capability (see Note 1) (1 if provided)
Bit 3.1.3 Encryption (1 if provided)
Bit 3.1.4.  System M ) (1 if 525-line signal being
coded)
Bit 3.1.5  Graphics (mode 2) (1 if provided)
Bit 3.1.6 Spare (set to 0)

Bit 3.1.7 2 x 384 kbit/s capability (see Note 1) (1 if provided)

1) The notation used here should be interpreted as in the following examples: Bit 3.1 means Bit 3 (in TS2) of frame No. 1 in
each multiframe: Bit 3.1.0 means Bit 3 (in TS2) of frame No. 1 in multiframe No. 0 of each supermultiframe.
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TABLE 1/H.130

Timeslot allocation in 32 Timeslot frame structure of Recommendation G.704

Timeslot allocation
(within the 256-bit frame)
Bit rate Non switched  Switched
(kbit/s) ' @) (ii)
Frame alignment, network alarms, etc. as in G.704 -0 - - = 0
Speech information 64 1 1
Codec-to-codec information 32 2 2
Signalling information 64 ' _ 16
(subscriber-network)
17 17
. : up to
Fax, data, etc. (optional) and/or and/or
2 x 64
. 18 18
. 3to 16 3to 15
Encoded video information (minimum) 8) gg 9 g: + 4+
: 19 to 31 19 to 31

Note 1 — Frame alignment, network alarms, etc.

This information is transmitted in TSO with the same rules and characteristics as recommended in Recommendation G.704.
Additionally, bit 8 in odd frames is used as a synchronization bit which is required when the codec is used with synchronous
digital networks. On receipt of this bit set to zero, the transmission clock for the encoder will be derived from the incoming data
stream. This bit is always set to one in the encoder.

Note 2 — Speech

Speech is transmitted at 64 kbit/s in TS1. The coding law is the A-law of Recommendation G.711 or, for future applications, the
law that will be recommended by CCITT for higher quality speech. In the case of stereophonic transmission, the second speech
channel will be transmitted in TS17.

Note 3 — Codec-to-codec information

This information requires a capacity of 32 kbit/s and is transmitted on odd frames of TS2. The remaining 32 kbit/s capacity on
the even frames of TS2 will be used for encoded video or data transmission. The detailed use and structure of the 32 kbit/s
channel for codec-to-codec information is described in § 1.3.

Note 4 — Signalling (subscriber-to-network)

A capacity of 16 kbit/s is considered adequate for videoconference as for basic access. The methods of switched access to the
ISDN at 2048 kbit/s have not yet been formulated. Option (ii) avoids any problems in this respect, by leaving the whole of
TS16 (64 kbit/s) clear of video information and available for subscriber signalling and call set-up information when switched
access is required. For non-switched access, option (i) should be used.

Note 5 — Facsimile, data, etc.

When required, this information will be transmitted in TS17 and/or 18.

Note 6 — Encoded video

A minimum of 26 x 64 kbit/s capacity is reserved for encoded video in TS3 to 15 and 19 to 31. In addition, depending on
applications, TS2 (even frames), TS16, 17 and 18 may also be used for video, providing a maximum of 29.5 x 64 kbit/s
capacity; the available video bit-rate therefore lies between 1664 and 1888 kbit/s.
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bits.

Bit 4 to identify the use of time slots; the 8 consecutive bits 4 of TS2 in a multiframe will carry the
following information:

Bit 4.1 TS2 (even) is used for video (0) or other (1)
Bit 4.3 TS16 is used for video (0) or other (1)
Bit 4.5 TS17 is used for video (0) or other (1)

. Bit47 ~ TSI18 is used for video (0) or other (1)

~ Bit 4.9 TS16, 26 to 31 are not used for video (see Note 2)
Bit 4.11 Graphics transmission (1 if required)
Bit 4.13 Error correction (1 if required)

B (see Note 3)
Bit 4.15 Use of time slots for v1deo in conjuction with bit 4.9 (see Note 2)

Bit 5 for ‘multipoint conferencing; provides a 4 kbit/s message channel (transparent through the
codec) from customer to multipoint control unit, between control units and from customer to
customer. (The message format and protocols are under study.)

When the codec is not equipped with a message channel, bit 5 is used to signal split-screen:
1 = split-screen active, 0 = split-screen inactive. : '

Bit 6 free (for possible national use) (set to 0)
Bit 7 free (for possible national use)

Bit 8 for multiframe and supermultiframe alignment; the values of bit 8 in each frame of the
multiframe (multiframe and supermultiframe alignment patterns) should be as detailed in
Table 2/H.130.

Note 1 — Bits 3.1.2 and 3.1.7, taken together, signal the capability of the codec to operate at various bit
rates, as follows: S

Bit 3.1.2 Bit 3.1.7
0 0 2 Mbit/s only
1 » 0 2 Mbit/s and 4 x 384 kbit/s operation
0 . 1 2 Mbit/s and 2 x 384 kbit/s operation
1 1 2 Mbit/s and 4, 3, and 2 x 384 kbit/s operation

Note 2 — Bits 49 and 4.15, taken together, signal the time slots available (subject to the settings of
bits 4.1, 4.3, 4.5 and 4.7) for video at various bit rates. The use of TS0, TS1 and TS2 (odd) is unaffected by these

Bit 4.9 Bit 4.15 Bit rate : Time slot available for video
0 -0 2 048 kbit/s TS2 (even), TS3-31
1 0 4 x 384 kbit/s TS2 (even), TS3-15 and 17-25
1 1 3 x 384 kbit/s TS2 (even), TS3-9 and 17-25
0 1 2 x 384 kbit/s TS2 (even), TS3-6 and 17-22

A 2 Mbit/s codec which allows n x 384 kbit/s working, will set to zero time slots other than those mentioned
above in its transmitter and ignore them in the receiver.
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Note 3 — When set to 1, the last 64 bits of each multiframe contain the error corrector parity bits. The
multiframe then appears as follows: C o

le————— 4032 data bits —————| 3 x O |«—— 60 parity bits —| 0

. 4096 bits, total ——|
CCITT-95720‘ '

The conditions signalled in bits 3 and 4 can only change at supermultiframe rate. The change at the
decoder will take place at the start of the first supermultiframe following the one where the change in signalling
has been detected. This procedure can be used to improve the resistance to transmission errors.

TABLE 2/H.130

Multiframe and supermultiframe alignment on bit 8 of TS2 (odd)

Multiframe alignment pattern

Frame 1 (1\ 1 1 1 1 1 1 1
3 1 1 1 1 1 1 1 1
5 1 1 1 1 1 1 1 1
7 0 0 0 0 0 0 0 0
9 0 0 0 0 0 0 0 0
11 1 1 1 1 1 1 1 1
13 \0/ 0 0 0 0 0 | 0 | 0
15 (1 1 : 1 | 0 0 1 0) | (Note)

Multiframe 0 1 2 3 4 5 6 7

Supermultiframe alignment pattern

Note — Undefined (reserved for possible future use in a higher level framing structure). |
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2 Characteristics of a 1544 kbit/s (n = 4) frame structure for use with codecs described in § 2 of
Recommendation H.120

21 General characteristics

The multiplex structure described under § 2 is suitable for use on digital paths and connections which
interconnect video codecs for videoconferencing or visual telephony using 1544 kbit/s transmission. The connec-
tions may either be direct or via higher-order digital multiplex equipment compatible with the primary PCM
multiplex equipment defined in Recommendation G.733.

Some of the characteristics of this multiplex structure are identical to those in Recommendation G.704
and/or in § 1 of this Recommendation; these are covered by cross-references to the appropriate documents.

The main features of the multiplex structure are that it provides:

— one 8 kbit/s channel for frame alignment, alarm signals and other signals as required;

— one 64 kbit/s channel for the sound signal;

— one 32 kbit/s channel for codec-to-codec information;

—~ the option of one or two 64 kbit/s channels and/or one 32 kbit/s channel for auxiliary data services;
— the remaining capacity (between 1280 and 1440 kbit/s) is used for the encoded video signal. v

2.1.1  Fundamental characteristics

The multiplex structure contains 24 time slots per frame, each of 64 kbit/s, plus one bit per frame for

frame alignment and signalling. The number of bits per frame is 193 and the nominal frame repetition rate is
8000 Hz.

2.1.2  Bit rate

The nominal bit rate is 1544 kbit/s. The tolerance on this rate is = 50 parts per million (ppm).

2.1.3  Timing signal

The timing signal is a 1544 kHz signal from which the bit rate is derived. It should be possible to derive
the timing signal from an internal source or from the network.

2.1.4  Interfaces

The interfaces IShould comply with Recommendation G.703; the option of AMI or B8ZS should be
provided as the interface code. Which of the two codes is used should be determined by bilateral agreement.

2.1.5  Format restrictions enforced by the network

As indicated in Recommendation G.703, runs of more than 15 “zeros” are forbidden in some networks;
also, there must be, on average, at least three “ones” in every 24 digits. Provision is made by means of a
scrambling system to ensure that forbidden patterns cannot occur.

2.2 " Frame structure and.time slot allocations

, The basic frame structure follows Recommendation G.704. The time slots: are numbered from 1 to 24, with
" the 1st bit positioned between TS24 and TS1.
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2.2.1  Frame alignment

The basic frame alignment is obtained at bit No. 1, as in Recommendation G. 704 Method 2 (see § 2.1.3.2).
The pattern transmitted is as shown in Table 3/H.130.

TABLE 3/H.130

Frame No. Frame alignment signal S-bit Signalling bit -

1 1 -
2 — 0
3 0 -
4 - 0
5 1 -
6 - 1 A
7 0 -
8 - 1
9 1 -

10 - 1

11 0 -

12 - 0 B

2.2.2  Speech

Speech is transmitted at 64 kbit/s in TS1. The coding law is the A-law of Recommendation G.711 or, for
future applications, the law that will be recommended by CCITT for higher-quality speech. In the case of -
stereophonic transmission, the second speech channel will be transmitted in TS17.

2.2.3  Codec-to-codec information
This information is transmitted in the 32-kbit/s channel corresponding to the odd frames of TS2. The
channel is structured in multiframes of 16 frames and supermultiframes of 8 multiframes in exactly the same way

as in the 2-Mbit/s version in § 1. Multiframe and supermultiframe alignment are obtained from bit 8 of TS2 (odd)
in the same way as in § 1.

The multiframe of TS2 for codec-to-codec signalling is quite independent of the basic 12-frame multiframe
of Recommendation G.704. '

2.2.4 Signalling

In the future, some 1.5 Mbit/s networks will allow the use of bits A and B for 51gnallmg This facility is
not available on all networks. :

2.2.5 Facsimile, data, etc.

When reduired, this information will be transmitted in TS16 and TS17 and TS2 (even).
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2.2.6 . Encoded video

A mihimum of 20 -x 64 kbit/s capacity is reserved for encoded. video in TS3-15 and 18-24; depending on
applications, TS2 (even), TS16 and 17 may also be used for video, providing a. maximum of 22.5 x 64 kbit/s

capacity. The avallable bit rate for video therefore lies between 1280 and 1440 kbit/s.

23 Codec-to-codec information

The structure of the multiframe and supermultiframe are exactly the same as in § 1, except that each frame

contains only 24 time slots as compared with 32 in the frames in § 1.

The bit-allocations [in TS2 (odd)] are identical with § 1, with the following exceptions:

for clock justification;
525-line decoders.

-~ Bit 1

— Bit3.1.2
— Bit 4.9
— Bité6

— Bit7

Note 1 — Bits 3.1.2 and 3.1.7, taken together, signal the capability of the codec to operate at various bit

rates, as follows:

is permanently set to 1 (see Note 1)

required for interworking with 625-line codecs;: disregarded in

time slots are used for video (see Note 2)

"is reserved for the transmission of encryption data (see Annex D Recommendation H.120).

is used for scrambler control (see § 2.4).

Bit 3.1.2 Bit 3.1.7
0 0 Not used in 525-line codecs
1 0 4 x 384 kbit/s
0 1 2 X 384 kbit/s operation
1 1 4, 3, and 2 x 384 kbit/s operation

Note 2 — Bits 4.9 and 4.15, taken together, signal the time slots available (subject to the settings of
bits 4.1, 4.3, 4.5 and 4.7) for video at various bit rates. The use of TS1 and TS2 (odd) is not affected by these bits.

Bit 4.9 Bit 4.15 Bit rate Time slots available for video
0 0 This combinaison is not used in 525-line codecs
1 0 4 x 384 kbit/s TS2 (even), TS3-24
1 1 3 x 384 kbit/s TS2 (even), TS3-9 and 16-24
0 1 2 X 384 kbit/s TS2 (even), TS3-6 and 16-21

24 Scrambling

2.4.1 General

The bit sequence produced by a videoconference codec is not subject to any limitation on the bit patterns
that are generated. Therefore, reversible processing has to be carried out at the output and 1nput ports to ensure

that the format restrictions specified for some 1544 kbit/s networks are not violated.

There are two typical constraints on the format:

1) There must not be runs of more than 15 consecutive “zeros”.
2) The average density of “ones” must be at least 12.5%.
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A classical self-synchronizing or reset scrambler, based on a maximum-length pseudo-random sequence, is
incapable of guaranteeing that such a bit-sequence never occurs. It is however possible, by judicious choice of
scrambler design, to minimize the number of violations of the above rules to such an extent that the residual
violations can be removed by forcibly inserting “ones”. The effect of this is to introduce transmission errors giving
a residual bit-error-ratio of approximately 1 x 10~7, which is imperceptible as far as the picture quality is
concerned. ' ‘

2.42  Details of scrambling — first stage

The scrambling sequence is applied to all 24 time slots but not to bit 193 nor to bit 7 of TS2 (odd).

Note — If data are inserted and/or extracted from TS2 (even), 16 or 17 within the network, the
insertion/extraction equipments must ensure that the network constraints are not violated.

The 1544 kbit/s serial data from the codec are first applied to the following scrambling sequence:
ININNI
where

I inverted and

N = do not invert.

This sequence starts from the bit following bit 193, and is restarted every frame. Bit 193 and bit 7 of TS2 (odd)
are not scrambled but the scrambling sequence is continuous through bit 7 of TS2 (odd). :

2.43  Details of scrambling — second stage

Data scrambled by the above sequence are then checked for runs of more than 15 zeros. For signalling
purposes, these data are considered to be in blocks of 385 bits. Each block starts with bit 8 of TS2 (odd) and ends
with bit 6 of TS2 (odd). If a block of data preceding bit 7 of TS2 (odd) is found not to contain the string of data,
1 00000000 00000000 (i.e. no runs of 16 or more zeros), bit 7 of TS2 (odd) is set to one.

If a block of data preceding bit 7 of TS2 (odd) is found to contain the string of data, 1 00000000 00000001
(i.e. a run of 15 zeros), bit 7 of TS2 (odd) remains set to one, even if one or more subsequent runs of zeros within
the same block reaches or exceeds 16. However, in such a case, the 16th zero(s) of the run(s) are set to one. As
this is not signalled to the descrambler, it causes (a) single-bit transmission error(s).

Bit 7 of TS2 (odd) is set to zero only if the preceding block of data is found to contain the string,
1 00000000 00000000 (i.e. a tun of 16 zeros or more), in which case the 16th zero is inverted to one and all
subsequent strings of the form 1 00000000 0000000B within the same block have bit B inverted, except in the case
where bit B =1 before inversion, in which case it remains unchanged.

2.4.4  Details of descrambler

. When bit 7 of TS2 (odd) is one, the preceding block of scrambled data is left unchanged. When bit 7 of
TS2 (0dd) is zero, the descrambler must detect all occurrences of the string 1 00000000 0000000B in the preceding
block and invert the bit B. This can introduce transmission errors if the second or subsequent runs of zeros within
the block (at the scrambler) contain 15 zeros.

The repetitive scrambling sequence, I N I N N I, is then applied to the data.

For the purpose of counting runs of zeros, at both the scrambler and descrambler, bit 7 of TS2 (odd) and
bit 193 are both assumed to be zero. In the case where bit B would be on bit 193 or bit 7 of TS2 (odd), the string
1 00000000 000000B is used instead of 1 00000000 0000000B. Only bit B has to be within the block of data being

considered. The preceding zeros may lie partially or completely within the preceding block.

When bit B is inverted, the “zeros” counter is reset to zero.
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3 Characteristics of a 1544 kbit/s (n = 4) frame structure for use with codecs described in § 3 of
Recommendation H.120 ‘

31 General characteristics

The multiplex structure describes under § 3 is suitable for use on digital paths and connections which
interconnect video codecs for videoconferencing or visual telephony using 1544 kbit/s transmission. The connec-
tion may either be directly via the ISDN defined in Recommendation 1.431 or via higher order digital multiplex
equipment compatible with the primary PCM multiplex equipment defined in Recommendation G.733.

The main features of the multiplex structure are that it provides:

— one 8 kbit/s channel for frame alignment, alarm signals and other signals as required,

— one 64 kbit/s channel for the audio signal,

— one 32 kbit/s channel for codec-to-codec information,

— one optional 64 kbit/s for auxiliary data service, and

— the use of the remaining capacity (between 1376 and 1440 kbit/s) for the encoded video signal.

3.1.1  Fundamental characteristics

The multiplex structure contains 192 bits per frame plus one bit per frame for frame ahgnment and other
purposes. The nominal frame repetition rate is 8000 Hz.

312 Bitrate

The nominal bit rate is 1544 kbit/s with a tolerance of + 50 parts per million (ppm).

3.1.3  Timing signal

The timing signal is a 1544 kHz signal from which the bit rate is derived. It should be possible to derive
the timing signal either from an internal source or from the network.

3.1.4  Interfaces
The interfaces should comply with Recommendation G.703. The interface code should be either of

AMI/BS8ZS described in Recommendation G.703, in addition to which CMI (Coded Mark Inversion) code is also

applicable when the codec is installed as a part of terminal equipmeént. Which of the three codes is used should be
determined by bilateral agreement.

- 3.1.5  Format restrictions enforced by the network

As indicated in Recommendation G.703, runs of more than 15 “zeros” are forbidden in some networks.
Additionally, on the average, there must be at least three “ones” in every 24 digits. Provision is made by means of
a stuffing system to ensure that forbidden patterns do not occur.

3.2 Frame structure and bit allocation

The basic frame structure follows Recommendation G.704 with changes in bit allocations. The bits in a
frame are numbered from 1 to 193 with a transmission frame bit as numbered one. Remained 192 bits are divided
into 24 time slots (TS) in which each time slot has 64 kbit/s rate. Time slot number is assigned to each TS in the
way that the first slot is TS1 and the last slot is TS24. Bit allocation in a frame is shown in Figure 1/H.130.

3.2.1  Frame alignment

The basic frame alignment is obtained at bit No. 1 as in Recommendation G.704, Method 1 (§ 2.1.3.1).

3.22  Audio signal

The audio signal is transmitted at 64 kbit/s in TS1.

88 Fascicle IIL.6 — Rec. H.130



68"

O€T'H ¥4 — 91 dpsey

Data J
OFF

Data
ON 1

Data )
OFF

Data |
ON

| frame [FTIAIIAz|A3|A4|A5[A61A7|A8|V1|V2W3[V4|VSIV6|V7|V8|V1 AL i rllDles|D4|D5|D61D7|D8P’13M4| i | e e e e e T

o (12314 s 6785 wo]uiz[3[1a]1s[16]7 18] 20] 21 i 122|123|124|125[126|127|128|129130]131[if |18s|i86187]18sligofisofio1f192fi93[ 1] 2 [ 3| 4]
L1} r

number

TS1 TS2 ' TS3 TS16 TS24 TS1

(034, [FalA Ao AR APAICHCACACACICoCAC Ve Va VT Val 1 Moo o Yo T 1 e i i ek o e o ]

o (Pl AA AT A Al [V V3 Va Vs [V [V Vo [V [l oot ooV e e 1 Mo o o Y o 1]

(20t Pl ATAAI AR TCICACCCAC T [ Vo Val 1P oID PP TP P Yol f T i il e e o1 ]

T1500381-39
a) Without stuffing

s [1]2]3]4]5]6]7]8]9 [10]u[12[13[1a[15]16]17[18]19]20]21] i T2z eizraslizs a0l i J185 186{187]188]189[190[191]192[193] 1 | 2 [ 3] 4|
number 51 TS2 1S3 Ts16 o TS24 TS1

B o o e e e e S B 2 P e P e o A A P Z R Z P R A A R e

e [Fr/ATAAI LA AR T Vs TS % [ % [ molji %v”mrvmmﬂmmm% 13; ol Tl

'?,gf,’,e [FT]AI|A2|A3IA4|A5|A61A7IA8[CI|C2lc3|c4|C5|C6|C7[C8%V1| |V3[” %DlP2|D3|D4[D5|D6|D7%Dsf" [Vuo%"mﬂulvuf"mlvd‘{«% [TT171

A 8 8 LY LR L L AL AR A A /M [l i PP IDzIDle4IDsIDeID7%DsI i Nn%"«a["wl"sal"ml"s%a% L1 1]

T1500393-39

b) Wlth stuffmg
FIGURE 1/H.130

Frame structure and bit allocation



3.23  Codec-to-codec information

This information is transmitted in odd numbered time slots 2 the 32 kbit/s channel. Identification of
codec-to-codec information is made by detecting multiframe alignment which is inserted in the eighth bit of the
odd numbered TS2. o

The channel is structured in multiframes of 16 frames each (numbered from 1 to 16) and supermultiframes
of 8 multiframes each (numbered from 1 to 8). Multiframe and supermultiframe alignment is obtained from bit
No. 8 in TS2.

The multiframe of the codec-to-codec information channel is independent of the multiframe of the
transmission frame generated by bit No. 0. )

3.2.4  Auxiliary data information

When required, this information is transmitted basically in TS16 which is used for the encoded video
signal when no optional auxiliary equipment is connected. If stuffing is performed due to some channel
restrictions, data alignment is as given in § 3.4.2.

3.2.5 Encoded video

A minimum of 64 x 21.5 kbit/s capacity is primarily reserved for encoded video in even numbered TS2,

TS3 through TS15 and TS17 through TS24. When the auxiliary data information channel is not set up, the

capacity is increased to 64 x 22.5 kbit/s with TS16 added. The available bit rate for the encoded video signal
therefore lies between 1376 and 1440 kbit/s. If stuffing is performed, data alignment is as given in § 3.4.2.

33 Codec-to-codec information channel

The use of the bits in the codec-to-codec information channel is as follows (see Table 4/H.130). In the
following Sections, the notation, “m.n.1”, is used for a bit position expressing the nth multiframe and the kh
supermultiframe of bit No. m.

331 C; Bit
Bits 1.1, 1.5, 1.9, 1.13 Permanently set to 1
Bits 1.3, 1.7, 1.11 FC (sampling frequency control)

The lower 8 bits of the binary count for the two supermultiframe periods, i.e. 32 ms, are measured with the
video sampling frequency clock, the MSB first. These same 8-bit words are transmitted in the three bits (1.3, 1.7
and 1.11) as well as in the two consecutive multiframes.

Bit 1.15 ’ Spare (Note)

Note — Spare bits are set to 1.

332 G bit: stuffing flag

Bits 2.1-2.15 (odd number) 0 if not stuffed

The stuffing flag consists of four bits including C, and C; in each violation detection block (four frame
length) which is defined in § 3.4.2. The first three bits are used for majority decision logic at the decoder. When
the result indicates “stuffing”, the decoder undergoes destuffing.
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TABLE 4/H.130

Codec-to-codec information

Multiframe
frame number G C. Cs Cs Cs ‘ Ce ‘ C, Cs
! ! fC e | MAS (1)
acility ‘
Stuffing Stufﬁng
flag flag
3 Spare Data MAS (1)
channel '
fla
3 1 & MAS (1)
Stuffing Stuffing
flag ) flag
Message Message
7 S MAS (0
pare channel channel ©
Spare
9 1 1 2 MAS (0)
Stuffing Stuffing
flag flag
11 Sp_are Graphics MAS (l)
mode ——
fla .
13 1 8 A . MAS(0) -
Stuffing . Stuffing ‘
fl : fla
e Coding ) 8 SAS
15 Spare mode

. MAS Multiframe alignment signal

SAS Supermultiframe'alignment signal (1110010 * : * is for future use)



. 3.3.3 . C; bit: codec faciIity/qoding mode

Bit 3.1 Codec facilities

Bit 3.1.1 Graphics mode 1 (high resolution). | » (0 if provided)
‘Bit 3.1.2 : Bit sequence indep.endence' : . (0 if secured)
Bit 3.1.3 Monochrome mode _ (0 if provided)
Bit 3.1.4 - Video encryption ; o (0 if provided)
Bit 3.1.5 Audio encryption i (0 if provided)
Bit 3.1.6 o Pointing function | (Q if provided)
Bit 3.1.7 " Graphics (mode 2, standard resolution) : (0 if provided)
Bit 3.1.8 ' Spare (Note 1)

Bit 3.3 . Spare (Note)

Bit 3.5 . Sgare (Note)

Bit 3.7 ' Spare (Note)

Bit 3.9 ' Spare (Note)

Bit 3.11 . Spare (Note)

Bit 3.13 o _Spare (Note)

Bit 3.15 ) | Coding mode

Bit 3.15.1 | Video encryption (0 if used)

Bit 3.15.2 Audio encryption o (0 if used)

Bit 3.15.3 Frame memory refresh request (0 if requested)
Bit 3.15.4 7 lBacvzkward path _ (0 if available)
Bit 3.15.5-3.15.8 "S.pare (Note)

Note — Spare bits are set to 1.
3.3.4  C, bit: channel assignment flag

Bits 4.1—, 43,45, 47 o Auxiliary data channel flag (0 if used)
Bits 4.9, 4.11,.4.13, 4.15 ' Graphics mode flag (0 if used)

In graphics mode, video data are inhibited and their bit positions are
used for graphics data transmission.

These two flags consist of four bits as stuffing flag. Both auxiliary data and graphics data can be inserted
or removed in a unit of multiframe (16 frames). Flags should precede the data by a multiframe.

3.3.5  C; bit: Message channel 1
Bits 5.1-5.15 (odd number) " Message channel 1 (Note)
* Note — Protocols for these message channels are under study.
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3.3.6  Cs bit: Message channel 2
Bits 6.1-6.15 (odd number) Message channel 2 (the) -

Note — Protocols for these message channels are under study.

3.3.7 G, bit: Stuffing flag

Bit 7.1-7.15 (odd number) 0 if stuffed

3.3.8  C; bit: Multiframe alignment

Bits 8.1, 8.3, 8.7, 8.9, 8.11. 8.13 Multiframe alignment signal (1110010)

Bit 8.15 Supermultiframe alignment
signal (1110010*) (see Note)

Note — The bit * is used for future higher order multiframing.

34 Stuffing

3.4.1 General

The bit sequence produced by a videoconferencing codec is not subject to any limitation on the bit
patterns that are generated. Therefore, reversible processing has to be carried out at the output and input ports to
ensure that the format restrictions specified for some 1544 kbit/s networks (described in § 3.1.5 above) are not
violated.

To ensure this, the stuffing method shuld be employed in which necessary “ones” are inserted, or stuffed,
if any violations are found in a block of bit streams to be transmitted. A flag is attached to the block to identify
whether or not the block is stuffed. ‘

3.4.2  Details of stuffing

Each block, which consists of four transmission frame lengths, i.e. 4 x 193 = 772 bits starting from the
C; bit of the codec-to-codec information in the (4n—3)th frame, is checked. If any violations occur with respect to
the rules:

— no more than 15 consecutive zeros, and
— at least 3 ones in any 24 bits,
ones are stuffed as follows:
TS1 not sfuffed,
TS2 not stuffed in odd numbered frames, stuffed at the top bit of TS in even numbered frames,
TS3-23 stuffed at the top bit of each time slot, '
TS24  stuffed at the top bit and bottom bit of the time slot.

The stuffing position is shown in Figure 1/H.130.

Note — When stuffing pulses are inserted, the transmisison bit rate for encoded video is reduced to
1252 kbit/s without auxiliary data transmission and to 1188 kbit/s with auxiliary data transmission.

In order to ease processing at block boundaries, the C; bit at the start of any block is assigned to be
always as described in § 3.3.1 above as shown in Table 4/H.130. .
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To prevent 8 consecutive zeros in the codec-to-codec information when stuffing is carried out, the stuffing
flag transmitted in the (C,, C,) bits are assigned as (1,0) for stuffing and (0,1) for no stuffing.

Violations are checked assuming that all transmission framing bits in bit No. 0 and stuffing flag bits in C,
and C; are zero.

Note — 1f audio data are processed in the network, corresponding bits should also be assumed as zero for
violation checking. However, as this may increase the probability of stuffing, measures are necessary to prevent
such stuffing from becoming excessive.

343 ‘Stuﬂing mode operation
Stuffing should be operated only when necessary. To identify the network restrictions, the bit sequence

independence (BSI) in the codec-to-codec information channel is used. A coder usually operates without stuffing,
but shifts to the stuffing mode if the received BSI is “one”.

Recommendation H.140

A MULTIPOINT INTERNATIONAL VIDEOCONFERENCE SYSTEM

(Melbourne, 1988)

1 Scope

This Recommendation defines a multipoint videoconference system which enables three or more videocon-
ference sites to intercommunicate simultaneously, provided that the codecs conform to Recommendations H.120
and H.130 (§ 1, Note).

Note — Codecs conforming to § 2 of Recommendations H.120 and H.130 are in principle also applicable.

2 General requirements

A multipoint control unit (MCU) is a piece of equipment located in a node of the network (terrestrial or
satellite) which receives several (maximum seven) 2 Mbit/s channels from access ports (each access port
corresponding either to a local or a remote codec, or to another MCU) and, according to a certain criterion,
causes some of them called selected channels to be distributed towards the connected studios (see Figure 1/H.140).

A D
1. Mcu 1] ' " mcu 2
c' | - -
| | T1501320-88
) = MCU ’ = Roorﬁ_

FIGURE 1/H.140
Use of MCU in a terrestrial network
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The basic functions of the MCU for a terrestrial or a satellite network are identical. The MCU shall have
the capability:
— To synchronise the incoming streams to a single 2048 kHz pilot clock.

— To extract frame alignment from TS0 in order to synchronise the different streams to the frame clock,
to extract frame parity, multiframe and supermultiframe alignment from TS2 in order to access in
each incoming stream the codec-to-codec signalling channel.

— To process this signalling channel.

— To process the sound channels in order to create an open sound system, in the case of an unencrypted
system.

— To decide image switching and dispatching according to a selection crlterlon (automatic or on. :
request).

— To signal in advance the switching decisions to the codecs so that degradation during and after the
switching can be avoided.

— To multiplex the selected video channels with the open sound channel and the effective data channels.

— To distribute the reconstructed streams to the corresponding access ports.

3 Synchronisation of bit streams

3.1 Clock synchronisation

All incoming bit streams to the MCU must be derived from the same basis 2048 kbit/s clock. If no codec
involved in a multipoint conference resides in a synchronous network, i.e. no signal is received with bit 8 in TSO
of odd frames set to zero, then the MCU acts as a master clock source. Such an MCU should have a reference
clock with a short term accuracy of 1 in 10 in order to avoid frame slips during a conference session. If one or
more codecs are in synchronous networks (bit 8 = 0), then their clocks are taken as the master.

In both cases the MCU sets on all outgoing channels bit 8 in odd TS0’s to zero.

3.2 Frame synchronisation

The MCU has the following functions:

i)  Extract from TSO frame alignment and generate the frame clock. Frame parity should not be extracted
from TSO as it is not transparently transmitted through some networks.

ii) Extract from TS2 multiframe and supermultiframe alignment and generate: frame parity, multiframe
clock, supermultiframe clock.

iii) Synchronise the bit streams at the PCM frame rate, such that switching can be performed without
interrupting the Recommendation G.704 frame structure.

4 MCU and codec use of TS2 odd for multipoint conference applications

The bits are encoded according to Recommendation H.130, (§ 1). A majority decision of 5 out of 8 is used
to provide resilience to channel errors with respect to the signals in bits 3 and 4.

4.1 Bits 1, 2, 6, 7 are transparently transmitted by the MCU.
4.2 Bit 8 gives multiframe and supermultiframe alignment and recovery of frame parity.
43 Bit 3 is for coding mode identification.

Bit 3.1.c indicates the facilities offered by the codec (set to 1 if provided) and are fixed for each codec. The
MCU should take account of these bits in order to set up a minimum operating mode for all the codecs involved
in the conference. For each individual port on the MCU a logical AND is made between the incoming signals
from all other ports. The resultant signal is then used as the outgoing signal for that specific port, the rule being
that an individual ports facilities bits should not be echoed back.
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Bit 3.1.0 Graphics (mode 1)

Bit 3.1.1 . High quality speech
Bit 3.1.3 - . Encryption

Bit 3.1.4° - System M

Bit 3.1.5 Gr’aphics (mode 2)
‘Bit 3.1.6 Spare — set to zero

Note 1 — MCUs not equipped to mix Recommendation G.722 audio will set bit 3.1.1 to zero.
Note 2 — The use of bit 3.1.3 for encryption is under study.

Bit 3.1.2 Bit 3.1.7
0’ 0. 2 Mbit/s working only
1 0 2 Mbit/s and 4 x 384 kbit/s working only
0 1 2 Mbit/s and 2 x 384 kbit/s working only
1 1 2 Mbit/s and 4, 3, 2 x 384 kbit/s working

Note — If the bit rate signalled by bits 3.1.2 and 3.1.7 exceeds that available at the codec digital interface,
then the meaning of the facilities bits is as follows:

— with codecs having a 1.5 Mbit/s serial interface

0 0 Never occurs

1 ‘0 Means 4 x 384 kbit/s working only

0 1- Means 2 x 384 kbit/s working only

1 1 Means 4,3, 2 x 384 kbit/s working only

— with codecs having a 2 Mbit/s serial interface, but effective rate of 768 kbit/s

0 0. Never occurs
1 0 Never occurs
0 1 Means 2 x 384 kbit/s working only
1. 1 Means2 x 384 kbit/s working only

Bits 3.3 (colour transmission) and 3.5 (split-screen display) are transparently transmitted by the MCU.

43.1  Bit 3.7 — Fast update request (FUR)

) When set to 1, the transmitter buffer occupancy is forced to decrease and stabilise to a state of less than
6 K by preventing coded picture elements entering the buffer.
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43.2 ' Bit 3.9 — Freeze frame request (FFR)

Used to warn a decoder that its received signal may be interrupted after the start of the next
supermultiframe for a period of no more than 2 s. On receipt of bit 3.9 set to 1 a decoder will normally “freeze”
the contents of its frame store for 2s or until a field start code is received with bit A set to 1 (see
Recommendation H.120 § 1).

Both bits 3.7 and 3.9 should pass transparently across an MCU if set on an incoming signal: this is to.‘.
allow for multipoint conferencing using distributed MCU’s. '

Bit 3.11.c indicates the power of the sound channel, integrated- during 16 ms (period of the éupermulti-
frame) and encoded with 8 bits. It is only used with encrypted multipoint, otherwise it is set to zero. The MCU
can use this bit to select the New and Previous Speaker’s channels (see § 6).

43.3  Bit 3.13 — Data distribution

When a codec received this bit set to one, it must vacate in its transmission channel' the same time slots
* which are vacated with respect to the video signal in its receive channel and which are signalled by bits 4.1, 4.3,
4.5, 4.7. i ’

The MCU uses this bit to ensure data continuity during a conference (see § 9).

43.4 Bit 3.15 — Loop detection

Bit 3.15 may be used by the MCU to detect whether one of its bidirectional 2 Mbit/s ports has been
externally looped. It is necessary to monitor this condition since instability may result from such a configuration.
The definition of bit 3.15 is as follows:

Codecs set bit 3.15 to 1 in their outgoing paths. MCUs use a number of consecutive bit 3.15s to transmit a
serial random bit stream of length n, repeatedly. If the received bit sequence is the same as the transmitted
random serial sequence then a loop has been detected. It should be noted that the received bit sequence may
exhibit a phase delay compared with the transmitted sequence.

The details of the random sequence need not be rigidly specified as the sequence is only relevant when an
individual MCU is in a looped configuration. However precautions must be taken to avoid false loop detection.
This is likely to occur when two or more MCUs are connected together or when the transmission medium is
subject to errors. A number of recommendations are given below.

The length of the transmitted random sequence n should be sufficiently large to avoid duplication when
two or more MCUs are connected together. It is suggested that the total length be in excess of 15 bits, thus the
possibility of duplication is less than 1 in 65536. The sequence transmission and detection mechanism should be
sufficiently resilient to channel errors. This can be achieved in a number of ways, two simple methods are
suggested here.

First, considering the sequence as a number of individual bits, each bit may be transmitted for
8 consecutive bit 3.15s. The receiver takes a majority 5 from 8 vote as the received sequence bit. Thus to transmit a
single sequence takes 8 x n bits. This is similar to the method adopted for bits 4-x.

Alternatively, as the random sequence is transmitted repetitively, the decision as to whether the port is in
the looped state or not is taken only when a number of sequences has been received.

44 Bit 4 is for time slot allocation.

If the following bits are set to 1:

Bit 4.1 TS2 even is not used for video

Bit 4.3 TS16 is not used for video
Bit 4.5 TS17 is not used for video
Bit 4.7 TS18 is not used for video
Bit 4.11 Graphics transmission

Bit 4.13 Use of error correcting code
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When a codec receives any of the bits 4.3/5/7 set to one, and bit 3.13 is set to 1 (see § 4.3), it also vacates
the corresponding time slots in its transmitted stream and sets to one the corresponding bits 4.b in its transmission
channel. ‘

Bit 4.1 is transmitted tfansparently by the MCU as the MCU cannot switch half time slots, i.e. the MCU
takes no action. '

Bits 4.9 and 4.15 are used for bit rate signalling.

Bit 4.9 Bit 4.15
0 0 - 2 Mbit/s operation
1 0 4 x 384 kbit/s
1 1 3 x 384 kbit/s
0 1 2 x 384 kbit/s

At 5 x 384 kbit/s Time slots 1-15 and 17-31 active
At 4 x 384 kbit/s Time slots 1-15 and 17-25 active
At 3 x 384 kbit/s Time slots 1-9 and 17-25 active
At2 x 384 kbit/s  Time slots 1-6 and 17-22 active

The MCU should take account of bits 4.9 and 4.15 in order to set up a minimum operating mode for all
the codecs involved in the conference. For each individual port, bits 4.9 and 4.15 from every other port on the
MCU are analysed to determine which is the lowest requested bit rate permitted by the facilities bits 3.1.2
and 3.1.7. The code for this bit rate is then used as the outgoing signal in bits 4.9 and 4.15 for that specific port.
Again the rule is that an individual port’s bit rate facilities bits should not be echoed back.

To avoid a lock up situation, the codec should not return its received bits 4.9 and 4.15 in its transmit path,
but should generate them independently.

4.5 Bit 5 carries a 4/kbits message channel

This bit is used to convey an asynchronous message channel at 4 kbit/s for signalling between the room
and the MCU or between rooms or between MCUs.

The protocol of this message channel is under study.

5 Audio processing

Each terminal connected to an MCU must receive a mix of the audio from all other terminals. The audio
signals should be summed at the MCU without normalisation, i.e. unity gain on each channel. The introduction of
dynamic mixing for the suppression of ambient noise may be included but speakers would still enjoy unity gain.

Note — Not applicable with encrypted multipoint.

6 Switching decision criteria

The criteria for switching to some extent depends on the philosophy of the multiconference service in each
Administration. Any solution, automatic or manual, can be implemented without altering the basic arrangement of
the MCU.

, The minimum working mode or “automatic” mode is as follows: the MCU, by comparison of the
- incoming sound channels or, in case of encrypted sound channels, by the means of the sound power bit (bit 3.11

*in TS2 odd), selects the loudest speaker (called new speaker or NS). A second channel is selected by the MCU,
being the previous loudest speaker (called previous speaker or PS). The NS is sent the PS channel and the other
rooms are sent the NS channel. This mode is always used when the multiconference is. established. Details of the
switching criterion with respect to sound levels, hangover time, etc., are under study.
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7

8.1

Five manual overrides are currently identified:

2)

b)

<)

d)
€)

The system remains automatic but one-location is considered to be the chairman of the conference.
Participants are able to transmit a “request for the floor” to either the chairman or all rooms. At an
approprlate time, the chairman orally gives the floor to the requesting conferee who, as he begins to
speak, is automatically selected as the NS. :

One location (e.g. NS or chairman or VIP) is able to choose the alldéation of the second selecfed
channel (normally the PS channel) by transmitting a request to the MCU

Each location has the choice between the channels, which can’ be made available by the MCU
connected to that location without affecting the displays of other locations.

Complete manual chairman ‘control with no voice detection.

Manual forcing, where one location may force the MCU to regard his port as the NS.

This override is known as visualisation forcing. It may be used in one of two cases:

i)
ii)

where a chairman or VIP wishes to be seen without interrruption,

where a terminal is using a graphics camera, but is not equipped with a graphiés capable codec.

Only the “automatic” mode does not require the use of the message channel in bit 5.

Modes a), b), ¢), d) imply the use of the message channel and extra control equipment (push-buttons,
lights, signalling and data connections to the codec, etc.) at the conference room. Mode e) normally makes use of
the message channel, but an interim solution is available on a National basis (see § 8.1).

MCU procedure for source switching

Once the switching decision is taken, (either by monitoring the audio levels or by the message channel, the
MCU must prepare the connected codecs and operate as following:

i)

it sends a FFR (bit 3.9) to all the codecs which will be affected by the switch, via the selected
transmission channels connected to them.

It performs image switching whilst maintaining the basic Recommendation G.704 frame structure
continuity in the selected channel(s).

It waits for at least 32 ms to allow sync recovery in all decoders.
It sends a FUR (bit 3.7) to the codec(s) which are about to be used as a new picture source.

A FUR or a FFR must be set to one for at least one supermultiframe (SMF), or 256 frames in the
case of non SMF-synchronous MCUs.

If the newly selected channels are connected to the MCU via a terrestrial link, the whole operation is
likely to take no more than 100 ms. If it is via a satellite link, switch times of 500 ms are typical.

Protocols for “who is seen” in a multipoint conference

Automatic mode

This is described in § 6.

During automatic operation, it is convenient for the NS and PS to have some local indication that their
picture is being transmitted. This facility is known as “visualisation status” or “on-air”.
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When defined, the message channel will have the capability of signalling such information together with
many other useful facilities. In the short term, for existing codecs, an alternative means of signalling using TS2
odd bit 5 which is currently reserved for the message channel may be used for transmission of the visualisation
and forcing bit by those countries who wish to implement such a simplified system. Under these circumstances, in
a multiple MCU conference, the inter MCU link should be inhibited from sending the visualisation signal to
avoid problems of contention. As a long term solution, the message channel is required to ensure compatibility
with audioconferencing (this point is under study). In the mean time, the method of transmission should be
bilateral agreement. :

8.2 Control using message channel

Initialization and addressing procedure including the following items are under study;
— request for floor,

— local selection by request to view,

— chairman control.

.9 Transmission of graphics during multipoint

This concerns the use of graphics modes 1 and 2 in the codec, not separate SPTV systems.

9.1 Automatic mode
The general principle is that all participants see the graphics information except the sender who sees the
loudest speaker (other than himself).

The MCU first needs to establish whether all codecs in the conference have a graphics facility. If both the
graphics facilities bits (bits 3.1.0 and 3.1.5) in any of the incoming channels to the MCU are set to zero, then the
MCU sets both bits to zero in all its outgoing paths. This forces all codecs to use face-to-face type coding for
graphics transmission. :

When the MCU receives the graphics transmission bit set to 1 (bit 4.11), then the voice detector is
overridden and the originating port (say port A) is made the new speaker, and hence transmitted to all other
participants. Port A is sent the loudest speaker from the remaining ports (in the PS channel).

9.2 Manual Mode

Under study.

10 Transmission of data during multipoint

If a participant wishes to transmit data to all other terminals then data continuity must be ensured by the
simultaneous vacation of the data channels by all codecs. This involves some delay (800 ms maximum if double
satellite hops occur).

Time slot 2 even is not used for data distribution so it does not need to be separately switched by the
MCU.

10.1  Fully automatic mode (i.e. no message channel)

The terminal “A” wishing to broadcast data sets to 1 the relevant bit 4 of TS2 for the data channel to be
used. The MCU sets bit 3.13 to 1 in all outgoing streams except A and overrides the speaker detection procedure
to make “A” the present speaker.

Other terminals on receipt of bit 3.13 and the relevant bit 4 in TS2 set to 1, vacate their outgoing
equivalent data ports and set the corresponding bit 4’s to 1.

_ The MCU then allows voice switching by the other ports after 2s. When A concludes the data
transmission it sets its relevant outgoing bit 4 in TS2 to zero. The MCU in turn sets bit 3.13 to zero. Normal voice
switched operation then continues.

10.2  Operation with message channel

Under study.
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11 Outline of output from MCU
Each location is sent a 2 Mbit/s channel reconstructed from :one 6f the selected video channels, the

corresponding TS2 odd with the possible modifications issued from the MCU in bits3 or 5, the sound channel
resulting of the mixing of the other sound channels and the effective data channels.

12 Multipoint conference configurations

12.1  Terrestrial configuration

Figure 1/H.140 shows a terrestrial multiconference using multiple MCU’s. ‘Many' multiconferences may
need only one MCU in a star formation. ' '

12.2  Possible satellite configurations

Figure 2/H.140 shows a multiconference where rooms are connected through the same earth station to a
single MCU. This situation is similar to that of § 12.1 but with a double hop between the rooms X and Y.

Other possibilities for satellite working are currently under Study.

A _ " X
- - - - 1
- - - -~
S~
PSR SR
B ~=~ Y
T1501330-88
_ Satellite
= MCU = Room "~ earth station.

FIGURE 2/H.140
Use of a single MCU in a satellite configuration
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SECTION 3

INFRASTRUCTURE FOR AUDIOVISUAL SERVICES

Recommendation H.200

FRAMEWORK FOR RECOMMENDATIONS FOR AUDIOVISUAL SERVICES

(Melbourne, 1988)

1 Audiovisual services

A number of services are, or will be, defined in CCITT having as their common characteristic the
transmission of speech together with other information reaching the eventual user in visual form. This Recommen-
dation concerns a set of such services which should be treated in a harmonised way; it is convenient to refer to
the members of this set as “audiovisual services” (abbreviated to AV services). :

2 Harmonisation of audiovisual services

While the various audiovisual services may easily be distinguished in terms of their user-application,
common methods are used for the transport of signals representing speech, moving or still pictures, and associated
controls/indications, and also telematic auxiliary facilities. The standardisation process seeks the greatest possible
harmonisation of these common features, confining the distinction to the application layers wherever possible, in
order to: :

a) Maximise the possibilities for intercommunication between terminals intended for different applica-

tions;

b) Maximise the commonality of hardware and software in the interests of economies of scale. The scope
for commonality includes: audio and video input/output parameters, audio and video codecs, the
control/indication set, frame structures and multiplexing, call control procedures (including multi-
point).

The embodiment of this harmonisation policy will be-a consistent set of Recommendations, consistent in
the sense that all members of the set take into account all other members.

3 Purpose of this Rec